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Effects of Global Change on Net Ecosystem Carbon Flux of Arctic Tussock Tundra

W. C. Oechel
Department of Biology, San Diego State University, San Diego. California, U.S.A.

ABSTRACT
Arctic ecosystems contain vast quantities of carbon as soil organic matter and,

depending on future climatic conditions, have the potential to act as major sources
or sinks for atmospheric C02. Cold, moist soils and the presence of permafrost
allow increased ecosystem production following global change to be stored on a
continuing basis over long periods of time. Arctic ecosystems are o'ne of the few
ecosystems capable of long-term increased carbon storage. On the other hand,
increases in the depth of the active layer, melting of the permafrost, and/or
decreases in soil moisture could result in increased rates of soil decomposition and
net C02 efflux from the tundra.

Recent evidence indicates that tussock tundra is curreatly losing substantial car-
bon, possibly in response to warming and drying of arctic soils within the last cen-
tury. At Toolik Lake, Alaska, the rate of net CO2 loss from the tundra is on the
order of 3 g m-2 d-1. This rate of loss, if occurring over the circumpolar arctic,
could account for the net loss of 0.1 to 0.2 x 109 metric tons of carbon per year
from tussock tundra alone.

Field manipulations and phytotron experiments indicate that the response of net
primary production or net ecosystem carbon assimilation of tussock tundra to ele-
vated CO2 is limited by environmental conditions in the arctic. However, the com-
bination of elevated atmospheric C02 and increased air temperature can result in a
major increase in net primary production and net ecosystem carbon sequestering in
tussock tundra.

Global change could cause the arctic to contribute up to 55 x 109 metric tons of
soil carbon to the atmosphere. On the other hand, conditions of elevated C02 and a
moist, poorly aerated soil horizon, could result in long-term carbon sequestering
and negative feedback on the rise of atmospheric C02. Likely effects depend on the
nature of global change and the areas of arctic tundra considered.
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The Role of Tundra and Taiga Systems in the Global Methane Budget

W. S. Reebirgh and Stephen C. Whalen
Institute of Marine Science, Unive sity of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
Tundra and boreal forest soils contain some 30% of the terrestrial soil carbon

reservoir. A large fraction of this soil carbon is immobilized in permafrost and peat.
This soil carbon reservoir could be susceptible to biogeochemical conversion to
CO2 and CR 4 under warmer, wetter climate. Both of these gases are radiatively
active, and could be responsible for a positive climate feedback.

We performed weekly measurements of C-4 flux at permanent sites to evaluate
the importance of tundra and taiga systems in the present global CR4 budget and to
gain insights into the processes important in modulating emissions under present
and modified climate. Our CR-4 flux time-series at tundra sites in the UAF Arbo-
retum covers over 3.5 years and indicates that water table level, transport by vas-
cular plants and microbial oxidation at the water table are important in modulating
tundra CR4 emissions. Emission of CR4 essentially ceases during frozen periods.
Our study at pennanent taiga sites covers less than one year. All taiga sites con-
sumed atmospheric methane in fall 1989, indicating that these soils could be a sink
for atmospheric CH4 during part of the year.

Integrated annual emission from the seasonal time-series measurements and
results from a detailed survey along the Trans-Alaska Pipeline Haul Road led to
independent estimates of the global tundra C-4 flux of 19-33 and 38 Tg yr-1,
respectively. The road transect estimate for the global Wga CR4 contribution is 15
Tg yr-1.
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The Influence of Sea Ice on the Structure and Function
of Southern Ocean Ecosystems

C. W. Sullivan
Department of Biological Science4, Uni:,ersity of Sowhern California. Los Angeies, California, USA.

ABSTRACT
The presonce of sea ice and its seasonal dynamics has a profound influence on

plants and animals that inhabit the Southern Ocean. Sea ice is a habitat for organ-
isms at all trophic levels. The ice habitat covers approximately 20 million square
kilometers of the sea surface during the austral winter, but is rapidly and dramat-
ically reduced by 80% during the ensuing spring and summer. These dynamic pro-
cesses characteristic of the physical environment result in cyclic changes in the
horizontal and vertical distributions of the biomass and activities of organisms.
Most notable among these changes are the spatial and temporal characteristics of
productivity and the coupled process of s-dimentation. These. changes may in turn
influence both tropho-dynamic relationships and biogeochemical cycles of matter
that are unique to the polar regions of the world ocean. The presumed sensitivity of
the sea ice ecosystem to global warming suggests that it may be an early indicator
of both physical and biological oceanographic ct..nsequences of global change.
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Methane Emissions from Alaska Arctic Tundra
in Response to Climatic Change

Gerald P. Livingston and Leslie A. Morrissey
TGS Technology, Inc., NASA Ames Research Center, Earth Systems Science Division, Moffett Field, California, U.S.A.

ABSTRACT
-• In situ observations of methane emissions from the Alaska North Slope in 1987
and 1989 provide insight into the environmental interactions regulating methane
emissions and into the local- and regional-scale response of the arctic tundra to in-
terannual environmental variability. Inferences regarding climate change are based
on in situ measurements of methane emissions, regional landscape characterizations
derived from Landsat Multispectral Scanner satellite data, and projected regional-
scale emissions based on observed interannual temperature differences and simulat-
ed changes in the spatial distribution of methane emissions.

Our results suggest that biogenic methane emissions from arctic tundra will be
significantly perturbed by climatic change, leading to warmer summer soil
temperatures and to vertical displacement of the regional water table. The effect of
increased soil temperatures on methane emissions resulting from anaerobic de-
composition in northern wetlands will be to both increase total emissions and to in-
crease interannual and seasonal variability. The magnitude of these effects will be
detenrined by those factors affecting the areal distribution of methane emission
rates through regulation of the regional water table. At local scales, the observed
4.7'C increase in mid-summer soil temperatures between 1987 and 1989 resulted in
a 3.2-fold increase in the rate of methane emissions from anaerobic soils. IThe ob-
served linear temperature response was then projected to the regional scale of the
Alaska North Slope under three environmental scenarios. Under moderately drier
environmental conditions than observed in 1987, a 4*C mid-summer increase in
soil temperatures more than doubled regional methane emissions relative to the
1987 regional mean of 0.72 mg m-2 hr-1 over the 88,408 km2 study area. Wetter en-
vironmental conditions led to a 4- to 5-fold increase in mid-summer emissions.
These results demonstrate the importance of the interaction between the relative
areal proportion of methane source areas and the magnitude of summer substrate
temperatures in determining whether emissions from decomposition processes in
northern ecosystems represent a significant global source and a potential positive
feedback to climatic change.

INTRODUCTION as carbon dioxide (CO2), methane (CH4), and nitrous oxide

The northern high latitudes face a potentially un- (N20) [Bolin et al., 1986; Dickinson and Cicerone, 1986;
precedented rate of climatic warming as a direct con- Ramanathan et al., 1987]. As a direct result of the past and
sequence of global increases over the past century in the anticipated continued atmospheric inputs of these "green-
atmospheric concentrations of infrared-absorbing gases such house gases," current global circulation models project that
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mean annual temperatures for the Arctic may increase be- "Water" at 50 m2 spatial resolution.
tween 3-8°C within the next century [Hansen et al., 1988; In situ sample allocations differed between 1987 and
Post, 1990]. This climatic change is expected to result in 1989. In 1987 the allocation was defined to regionally repre-
earlier spr:ng thaws, longer growing seasons, and 2-4 0C sent both the Arctic Coastal Plain and Arctic Foothills
elevated summer temperatures. Precipitation patterns may physiographic provinces of the North Slope. More specif-
also change, although current projections are still highly un- ically, each land cover class was sampled in proportion to its
certain. If these organic-rich and temperature-limited relative areal representation and to anticipated variances in
ecosystems [Chapin, 19841 respond to climatic change by emissions at the regional scale. Within each site sampled, a
releasing substantially greater quantities of CO2 and CH4, secondary allocation represented the microtopography and
the climatic warming trend may be enhanced [Lashof, 1989] location of the local water table relative to the surface on a
and the global carbon cycle significantly affected [Miller, spatial scale of approximately 0.5 M2. Ten microtopo-
1981; Billings, 19871. graphic features were identified for sampling, e.g., "low cen-

Empirical and atmospheric modelirg studies indicate that ter polygonal basins," "rims," "troughs," "sedge meadows,"
the northern high latitude wetlands may represent one of the "high centered polygonal basins," "frost boils," -sedge tus-
largest natural sources of CI- 4 globally as a result of season- socks," "inter-tussock areas," "lake-over emergent vegeta-
al anaerobic microbial decomposition of organic materials tion," and "lake-open water." The location of the water table
in the active thaw layer. More than half of the wetlands area4  was categorized as "below" (z < -5 cm), "at" (-5 > z:5 0 cm),
of the earth lies in the boreal region north of 50*N latitude or "above" (z > 0 cm) the surface. In tow', the area of study
[Matthews and Fung, 1987; Aselmann and Crutzen, 1989] was represented by 122 emissions observations representing
and over 20% of the earth's total organics may be stored in 57 spatially independent sites. Additional details of the sam-
these ecosystems as frozer or recalcitrant materials in the ple allocation are given in Morrissey and Livingston [1991].
soils and peats [Post et al., 1985; Gorham, 19881. Seasonal The regional mean rate of C-4 emissions (F) was
CI14 emissions from these ecosystems are estimated to cur- estimated on the bisis of a two-tiered stratified approach
rently account for 6-10% of all CH4 sources and 16-63% of [Cochran, 1953] using the relative areal proportions of the
all natural wetland sources [Aselmann and Crutzen, 1989]. local and regional categorizations as the weighting terms:
If subjected to climatic warming, these ecosystems may re-
spond by releasing substantially greater quantities of carbon F n
to the atmosphere as a consequence of increased rates of de- F = • •(Pijj) (1)
composition operating over longer seasons of biological i1l
activity and on increasing quantities of organic materials as where Pij represents the relative areal proportion of land
the permafrost thaws. Examir.ation of arctic methane emis- wher Preesent the r ivretppor tio f land
sions under variable interannual meteorological conditions cover class i and local-scale microtopograpuic featurej, and
may provide insight into the response of northern fj the measured rate of CH4 emissions.
ecosystems to anticipated climatic change. In 1989, the sample allocation was defined to assess theIn this paper we address observed and projected Cg4 seasonal variability in emissions at anaerobic (waterlogged)

emissions from arctic tundra in relation to anticipated cli- organic sites on the Arctic Coastal Plain. Only data from the
matically induced changes in soil temperature and water two years that were complemental in time (August 1-14)
table position. Our conclusions are based upon measured in were included in this analysis. To estimate regional-scale
situ CH4 emissions during the summers of 1987 and 1989 emissions for 1989, we initially assumed no net change in
from the Nortb Slope of Alaska, regional land cover char- the vegetation or hydrological regimes at the regional scale
acterizations derived from satellite observations, and es- of the North Slope between 1987 and 1989. As such, in thiscterimated regina-salemissions derived from observed "reference scenario," differences in estimated regional-scaletimated regional-scale emissions derived simulate rved emissions over the 3-year period reflect only observed inter-
interannual temperature differences and simulated changes annual differences in the rates of emissions at the local
in water table position. scale. The 1989 C-4 emission rates for each land cover

METHODS class were thus calculated as:
The region of study is an 88,408 km2 area representative 0 e1989 N

of the Arctic Coastal Plain and Foothill provinces of the E1989 = e1987(
Alaska North Slope (Figure 1). Estimates of mid-summer

regional CH4 emission rates for select climatic scenarios
were derived through integration of satellite-based land where E represents the ecosystem CH4 emissions rate and e
cover characterizations and in situ observations of CH4  the in situ emission rate from anaerobic organic soils.
emissions from early August of 1987 and 1989. The sensitivity of regional CH4 emissions to interaction

At the regional scale, digital classifications of Landsat between the observed interannual differences in the emis-
Multispectral Scanner (MSS) data [Morrissey and Ennis, sion rates and changes in the areal representation of the
1981; Walker et al., 19821 defined the land cover categories methane source areas was explored in a simulation exercise
and their relative areal proportions subsequently used to cal- and subsequently interpreted in light of the potential impacts
culate regional emission estimates. The spectrally based of climatic change. Two scenarios were examined in addi-
classification corresponded to vegetation type and density as tion to the reference scenario described above. "Dry" and
well as to the presence or absence of surface water. These "Wet" environmental conditions were simulated by as-
land cover classes nominally represented "Dry Tundra," stnning arbitrary shifts in the relative areal proportions of
"Moist Tundra," "Wet Tundra," "Very Wet Tti.dra," and the regional land cover classes. The "Dry" climate scenario
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was simulated by a 1/3 proportional loss in inundated ,1. ..

surf.ce area over the North Slope, represented as a shift
from "Very Wet Tundra" to "Wet Tundra," "Wet Tundra" to
"Moist Tundra," and "Moist Tundra" to "Dry Tundra." In 'uwfr ,-
the "Wet" climate scenario, an increase in surface in- _W
undation was simulated by a 1/3 areal proportional shift - COAS ,
from "Wet Tundra" to "Very Wet Tundra" only. The areal
extent of well-drained soils ("Moist Tundra") was assumed
to be unaffected by a mc,.3rate elevation of local water , KM

tables. Similarly, the areal proportion of impounded lakes -ftooKs ,AN
("Water") was assumed unchanged in both the "Dry" and
"Wet" scenarios. Figure 1. The Alaska North Slope. Regional estimates of emis-

Hydrology plays a major role in defining arctic sions were calculated for that area (88,408 kin2) represented by
ecosystem structure and function, thus providing the basis Landsat MSS digital data (shaded).
for the scenarios examined. Over large areas of arctic tun-
dra, topography is known to vary on a scale of centimeters
to meters. In such areas, even moderate vertical e ;- "
placement of the local water table on seasonal to decadal 16

time scales can result in substantial shifts in the areal extent
of inundated (anaerobic) and drained (aerobic) substrates.
The significance of this lies in the well-documented cor- - 12

respondence between the position of the local water table 10
relative to the surface and micrtopographic relief, substrate
temperature profiles, nutrierIt and organic contents, eco-
system composition and productivity, and the mode (aerobic 6

vs. anaerobic) of orgai.,i degradation [Bunnell et al., 1980; E.

Webber et al., 1980; Walker, 1985]. Moreover, the position 2

of the local water table in these ecosystems has been direct-
ly related to the processes of CO2 and CH4 production, up- 00 2 6 6 ,o ,2 1, ,
take, and release to the atmosphere [Peterson et al., 1984; Tempoaure (.C) al 10 = Dqpm

Svensson and Rosswall, 1984; Sebacher et al., 1986; Crill et
al., 1988; Conrad, 1989; Moore and Knowles, 1989; Figure 2. Mid-summer rates of methane emissions from anaerobic
Morrissey and Livingston, 1991]. organic soils as a function of substrate temperatures at 10 cm

depth. Filled symbols represent spatially independent observations
over August 1-13, 1987; open symbols represent the average be-

Emissions Measurements tween spatially paired observations between August 2-4 and
In situ measurements of CH4 emissions were made using August 9-11, 1989.

enclosed chambers deployed over a 15- to 30-minute period
within which the atmospheric concentration of C-4 was 4.7 and 9.40C in 1987 and 1989. Mid-summer thaw depths
mcnitored over time. Samples were collected in 10-ml glass ranged mostly between 35 and 45 cm with no clear relation
syringes and analyzed within 12 hours using isothermal gas to coincident soil temperatures at 10 cm depths and no
chromatography and a flame ionization detector. Net rate of measurable difference between years (p > 0.2; t-test).
emissions was calculated as the average rate of change in Mid-summer rates of CH4 emissions from anaerobic
C-4 concentration within the chambers normalized for the (waterlogged) organic soils on the North Slope were linearly
molar volume of the chambers at the ambient near-surface related to ambient substrate temperatures at 10 cm depths
temperature. The minimal detectable rate of emissions , both within and between years (Figure 2). As a con-
aged less than 0.14 mg CH4 m-2 '-U-!. Details of the sam- sequence, local-scale rates of emissions differed drariat-
pling protocol %nd analysis are given in Morrissey and ically between the summers of 1987 and 1989. Over the
Livingston [1991]. total observed temperature range of 3.1 to 14.90C, CH4

RESULTS emissions (E) from anaerobic organic soils ranged between
1.6 and 23.6 mg m-2 hrl corresponding to a temperature

Observed Interannual Differences (TMC) response from spatially independent sites of: E =
Stunm-er temperature regimes for the North Silpe dif- 1.590T - 6.094, r2 = 0.77, n = 24. Local-scale methane emis-

fered significantly between 1987 ".d 1989. Whereas mean sions from anaerobic sites in early August of 1989 were
monthly air temperatures at Prudhoe Bay for July and over four times greater than in 1987, averaging 11.7 Tmg m-2
August of 1987 differed little from the 30-year menan, 1989 hrl, 1.4 std. err., n = 9 and 2.8 mg m-2 hr-, 0.3 std. err., n =
temperatures represented record highs [NOAA, 1987, 1989]. 17 respectively. Within 1989, emission rates for repeatedly
Mid-summer (July and August) mean daily air temperatures observed sites also demonstrated a temperature response be-
averaged 7.7 and 11.8 0C in 1987 and 1989 respectively. By tween the first and second weeks of August (p=0.0001,
mid-August, cumulative daily temperatures above 00C for paired t-test, n=9), averaging 9.1 and 14.4 mg m-2 hr-1 on
the two years differed by nearly 600 degree-days (713 com- 7.7 and I1.10C soils. As expected, the relation between
pared to 1302 0C-da in 1989). Soil temperatures in anaerobic depth of thaw and emission rates was poorly defined (r2 =
soils also differed significantly at 10 cm depths, averaging 0.24, p = 0.03).
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Reference "Dry" "Wet" 35

35
CLASS Climate Climate Climate •/

DRYTUNDRA 0 0.204 0 ws""
MOIST TUNDRA 0.618 0.479 0.618 E-
WETTUNDRA 0.196 0.161 0.131 Z
VERY WET TUNDRA 0.089 0.060 0.154 C
WATER 0.098 0.098 0.098

E 1-5

Table 1. Areal proportions of Landsat MSS land cover classes , - -

used in the calculation of Alaska North Slope regional CH4 emis- / .
sions under observed and simulated climatic regimes.

z

4 s 6 7 8 9

11aerob9c Substrate Temeral ture (C) at 10cm Deptn1987 1989 1989

CLASS Lower Upper
Estimate Estimate Figure 3. Mean mid-summer regional-scale methane emission

rates projected for the Alaska North Slope. Solid lines (b and c)
represet upper and lower projected emissions based upon ob-

DRY TUNDRA 0 0 0 served 1987 and 1989 ecosystem parameters (reference scenario).
MOIST TUNDRA 0.39 0.39 1.59 Dashed lines represent projected emission rates under simulated
WETTUNDRA 1.02 4.17 4.17 "Wet" (a) and "Dry" (d) climatic regimes.
VERY WETTUNDRA 2.59 10.58 10.58
WATER 0.47 0.47 1.92
NORTH SLOPE TOTAL 0.72 2.05 2.93 significant role in the arctic response to climatic change.

The interaction between areal extent and emission rates for

Table 2. Mid-summer methane emission rates for Landsat MSS "Moist Tundra" is demonstated in the range of the pro-

land cover classes used in the calculation of North Slope regional jected regional emissions estimates in the referencs cenario
emissions under the reference scenario. Units of emission are in (Figure 3, lines b and c). The difference in th& zegional
mg CH4 m"2 hr 1. Total area represented is 88,408 km2 . estimates is due almost entirely to uncertainty in the emis-

sions response of "Mois, Tundra" to increased temperatures
(Table 2). The lower estimate for the 1989 reference

Projected Regional-Scale Emissions scenario assumes that carbon limitations and microbial CHI
Simulation parameters and results of the 1987 and 1989 consumption from the shallow organic and aerobic soils

regional emissions estimates and climatic change simula- characterizing "Moist Tundra" will result in no net increase
tdons are summarized in Tables I and 2, and Figure 3. in CH4 emission rates even under warmer enivironments. No
Local-scale mid-summer emission rates were based upon ac- increased emission rates from "Water" is also assumed. The
tual 1987 and 1989 observations. Regional (88,408 kan 2)- upper estimate for the reference scenario assumes that the
scale projections are based upon three water table scenarios CH4 emissions-temperauare response of "Moist Tundra" will
derived from the Landsat MSS regional chatacterization. be proportionally similar to the more anaerobic and organic-
Regional-scale 1987 mid-summer CH4 emissions firom the rich classes characteristic of the Coastal Plain. Emissions
North Slope totaled 63,654 kg hr-l, averaging 0.72 mg CH4  from "Water" also may be expected to increase under warm-
m-2 hr-l. Under the assumption of no change in the regional er environments, perhaps in response to increased ebullition
water table (the reference scenario), mid-summer 1989 transport of CH4 to the surface. However, in a regional con-
regionally averaged emissions were estimated between 2.05 text, "Water" represents less than 10% of the total area, and
and 2.93 mg CH4 m-2 hrl (Figure 3, lines b and c). This combined with its low emission rate, is expected to contrib-
represents the potential for a more than doubling in CH4 ute only about 6% of the regional CH4 emissions total even
emission rates at the regional scale for only a 2*C increase under warm environments.
in mid-summer substrate temperatures at 10 cm depth. Both The interaction between substrate temperatures and the
poorly and well-drained land cover classes are expected to relative areal proportion of inundation is critical in de-
contribute to the increased regional emissions at the higher termining both regional and annual CH4 emissions. As both
substrate temperatures, although their relative contributions factors vary on seasonal and interannual scales, so will
are temperature dependent. Given substrate temperatures regional CH4 emissions. For example, if midsummer sub-
comparable to those observed in 1989, "Moist Tundra," strate temperatures differ little from those observed in 1987,
"Wet Tundra," and "Very Wet Tundra" are expected to regional CH4 emission rates are not expected to vary greatly
contribute approximately equally (34, 28, and 32% re- even with moderate changes in the areal distribution of the
spectively) to the regional emissions total despite a more contributing land cc-er classes. Projected regional CH4
than 2-fold difference in their relative areal proportions emission rates for "Dri" and "Wet" scenarios at 4.70C
(Table 1). (1987) substrate temperatures are between 0.55 and 0.82 mg

Because of its vast areal extent both on the Alaska North m-2 hr-I (Figure 3, lines a and d), representing about a 50%
Slope (Table 1) and globally, "Moist Tundra" will play a range. The difference in regional CH4 emission rates under
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"Dry" and "Wet" environments are projected to increase summer regional CH4 emission rates may approach a factor
linearly thereafter with increased substrate temperatures. of 3 due to temperature differences alone. Variability in the
Subject to a doubling in temperatures at 10 cm depth, as ob- spatial distribution of CI 4 emissions due, for example, to
served between 1987 and 1989, regional CH4 emissicrs interannual differences in the amount or timing of summer
rates could vary between 1.53 and 3.34 mg m-2 hri- de- precipitation is expected to increase this interannual var-
pending on whether the "Dry" or "Wet" scenario is realized. iability in CH4 emissions even more, perhaps to a factor of 4
This represents more than a 2-fold increase in emission rates to 5 relative to 1987 emissions.
from arctic tundra even under drier environmental condi- Interannual variability in regional C- 4 emissions related
tions than observed in 1987. Moderately wetter conditions to increased soil temperatures were found to exceed ex-
could result in a 4.6-fold increase in regional CI 4 emissions pected variability in emissions due to the length of the grow-
rates. ing season. Thirty-year climate records [Tieszen et al.,

19801 indicate that thaw season lengths vary by only a fac-
DISCUSSION tor of 2. Even ignoring seasonal temperature effects, this, at

Methane emissions from the northern high latitudes will most, contributes a factor of 2 to the interannual variability
be significantly perturbed by climatic changes, leading Eo in C-4 emissicns. Although the global impact of climate-
warmer mid-summer substrate temperatures and to changes related increases in growing season length is expected to he
in the areal distribution of the CIH source areas resulting significant [Lashof, 1989], these results demonstrate that the
from vertical displacement of the regional water table. The magnitude of the summer soil temperatures in response tofromverica dislacmen ofthe eginalwate tale.The climatic change may be far more significant in determining
effect of increased soil temperatures on CH4 emissions re- themate of C ay e in norer n ecosy tems.
sulting from anaerobic decomposition in northern wetlands Future C-4 emissions measurement and modeling efforts
will be two fold. If soil temperatures at 10 cm depth are in- must account for ecosystem spatial dynamics. Quantitative
creased 2-4°C above observed 1987 temperatures, C-4 and dynamic estimation approaches, integrating empirical or

emission rates are expected to increase several fold. The process level crrespondence between rates of emissions,
magnitude of the increase at the regional scale, however, and environmental parameters with regional-scale character-
will be determined by the relative areal representation of the izations of ecosystem parameters will be required to fully

sources and sinks. Even under moderately drier environ- understand the magnitude and variability of C-4 emissions
mental conditions, the rate of CH4 emissions at the regional on regional to global scales. The integration of in situ and
scale could more than double. The interaction between sub- satellite-based observations demands further attention
strate temperature and areal contributions are expected alsn towards that goal.
to significantly increase the variability in C-4 emissions on
seasonal and interannual time scales. ACKNOWLEDGMENTS
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The Toolik Lake Project:

Terrestrial and Freshwater Research on Change in the Arctic
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W. J. O'Brien
Department of Systematics and Ecology, University of Kansas, Lawrence, Kansas, U.SA.

ABSTRACT
The Toolik Lake research project in the foothills of the North Slope, Alaska, has

collected data since 1975 with funding from the NSFs Division of Polar Programs
and from the Long Term Ecological Research Program and Ecosystems Research
Program of the Division of Biotic Systems and Resources. The broad goal is to
understand and predict how ecosystems of tundra, lakes, and streams function and
respond to change.

One specific goal is to understand the extent of control by resources (bottom-up
control) or by grazing and predation (top-down control). The processes and re-
lationships are analyzed in both natural ecosystems and in ecosystems that have
undergone long-term experimental manipulations to simulate effects of climate and
human-caused change. These manipulations include the fertilization of lakes and
streams, the addition and removal of lake trout from lakes, the changing of the
abundance of arctic grayling in sections of rivers, the exclusion of grazers from tun-
dra, and the shading, fertilizing, and heating of the tussock tundra.

A second specific goal is to monitor year-to-year variability and to measure how
rapidly long-term change occurs. The measurements include: for lakes, measure-
ments of temperature, chlorophyll, primary productivity; for streams, nutrients,
chlorophyll on riffle rocks, insect and fish abundance, and water flow; and for the
tundra, amount of flowering, air temperature, solar radiation, and biomass.

A third specific goal is to understand the exchange of nutrients between land and
water. Measurements include the flow of water in rivers, the concentration of nitro-
gen and phosphorus in streams, lakes, and soil porewater, and the effect of vegeta-
tion on nutrient movement through the tundra soils. A dynamic model of nutrient
fluxes in the entire upper Kuparuk River watershed is being constructed that will
interact with geographically referenced databases. Eventually the model and pro-
cess information will be extrapolated to the larger region; this will allow prediction
of the export of nutrients from the whole of the North Slope of Alaska under future
conditions of changed temperature and precipitation.

INTRODUCTION (68°38N, 149*433W, 760 m) (Figure 1). The Toolik Lake
Description of Site. Field research is based at Toolik Research Camp is operated by the University of Alaska.

Lake, Alaska, in the northern ioothills of the Brooks Range Tussock tundra is the dominant vegetation type but there are
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1989, a monitoring program in Oksruluyik Creek, a slightly

smaller fthird-order streamn about 15 kmn to the northeaset, was
begun with the intention of developing a long-term compari-

" \ son and contrast with the Kuparuk River.
,U -'aToolik Lake has a surface area of 150 ha and a maximum

depth of 25 m. Research began in 1975 Yith surveys of the
ALA biota, chemistry, and processes ranging from primary pro-

T/ O.LIK ductivity to nutrient budgets. Dozens of other nearby lakes

LAKE i - / were also surveyed. In the 1980s !he research concentratedi• "/ "•/-"on the question of controls of populations, community struc-
S7 •",ture, and processes. Large (60 m3) plastic bags were set up

:•--•--"for manipulations of nutrients and predators; entire lakes

predator, removed and added to various lakes. More re-
cently the survey work has been extended to parts of the
Arctic coastal plain and Brooks Range, as well as the north-
em foothills region.

Goals of the Toolik Lake Project are:
"" / ,.>, .To understand how tundra, streams and lakes func-

tion in ihe Arctic and to predict how they respond to
changes including climate change.

To reach this objective the project will:
-Determine year-to-year ecological variability in these

Figure 1. Location of arctic LTER research site at Toolik Lake, systems and measure long-term changes;
Alaska. 'Understind the extent of control by resources (bot-

tom-up control) or by grazing and predation (top-
down control); and

extensive areas of drier heath tundra on ridge tops and other -Measure rates and understand the controls of the ex-
well-drained sites as well as areas of river-bottom willow change of nutrients between land and water.
communities. Long-term data sets. To keep track of the observations,

The mean annual air temperature is -70C and the total the Toolik Lake project maintains a computerized data base
pr-ecipitation 250-350 mn,. The tundra is snow-free from at the Marine Biological Laboratory which contains a wide
late May to mid-September while the sun is continuously variety of long-term data sets.
above the horizon from wid-May until late July. Lakes are Kuparuk River: discharge, NH4 , NO3, P0 4 , temperature,
ice-free from mid- to late June until late September. The pH. conductivity, pCO2 , seston (chlorophyll a, particulate
entire region is underlain by continuous permafrost which C, N, P), epilitlion (chlorophyll, primary production), insect
exerts a major influence on the distribution, structure, and abundance (Orthocladius, Baetis, Brachycentrus, black

function of both terrestrial and aquatic ecosystems. flies, small chironomids, drift density), grayling (growth of
function ofotresearchinathelnd areat boyegan in1976with adults and young, population estimates), rate of N cycling
Terrestrial research in the Toolik area began in 1976 with with 15N, major cations and anions.

descriptive and baseline vegetation studies of many sites Toollk Lake: climate data (ternperaure, relative hmnidity,
along the length of the Dalton Highway and at Toolik Lake. wind, radiation), rain (volume, chemistry), lake temperature,
The next phase, research on the response of plants to dis- oxygen, light, lake level (continuous record), lake and in-
turbances of pipeline and road construction, led to studies of flow stream chemistry (NH4 , NO3, P0 4), sedimentation
plant demography and population dynamics. From 1979 to rates, chlorophyll a, primary production, zooplankton (com-
1982, plant growth and its controls were analyzed and a position, density), Lymnaea density, fish length and weight
number of long-term experiments (fertilization, light, tem- (lake trout, sculpin, grayling, white fish).

Tundra: soil temperature, rain and runoff nutrients, soil ex-
perature) were set up. The present studies emphasize the soil tract, resin bag data, 15N of plants, biomass (control plots,
element cycling and have the goal of evaluating the lateral fertilize, shade, greenhouse plots), vegetation production.
N and P fluxes in soil water moving downslope across the
surface of the permafrost. Budgets of N and P for the vari- ECOLOGICAL VARIABILITY AND
ous ecosystems through which the water flows have been LONG-TERM CHANGES
developed and linked with a hydrologic model. Terrestrial research. Can we detect long-term changes

The primary focus of the streams research is the Kuparuk in the arctic climate? Are terrestrial ecosystems chang-
River, a fourth-order stream where it crosses the Dalton ing in response? These questions are being addressed
Highway (Figure 1). Intensive reseamh on the Kuparuk through long-term monitoring and manipulation of both cli-
River began in 1978, and its water chemistry, flow, and male and key ecosystem processes. For example, growth
major species populations have been monitored for over 10 and flowering of Eriophorum vaginatwn, one of the most
years. For much of this time, a section of the river has been common and often dominant plant species throughout the
fertilized by the continuous addition of phosphate. Recently, Arctic, has been monitored at 34 sites along the climatic
the abundance of the single type of fish in the river, the gradient between Fairbanks and Prudhoe Bay since 1976.
arctic grayling, was manipulated in various sections of the The combination of these approaches has allowed us to
river to examine the effects of crowding and predation. In distinguish [Shaver et al., 1986] the effecis of annual
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variation in weather from broad regional differences in cli- % OF NPP
mate at two time scales: In the long term, we can show that '] CONTROL

genetically based, ecotypic variation between populations
accounts for much of the variation in plant size and growth 989i
rate that we observe in the field, and that this variation is NET PRIMARY
correlated with long-term avexage growing-season tem- PRODUCTION
peratures. In the short-term, we can show that growth and 250 - FERTILIZED
especially flowering vay uniformly from year to yea over JrR~IE
most of Alaska, but these annual flnctuations are not clearly
correlated with annual variation in any climatic variable. 200
Short-term plant responses to climate must be strongly GREENHOUSE

"buffered," or constrained, by other limiting factors such as 150 EMM I

nutrient availability, and that longer-term responses are con-
strained genetically. Detection and explanation of multi-year EM

trends in plant growth in relation to climate, then, requires 0 100NOS
linking climatic changes to changes in soil nutrient cycling GFERTEHUZE
processes and nutrient availability. 50 r Z

Lake Studies. What are the long-term trends in pri-
mary productivity of arctic lakes and how are these
trends related to potential climate changes? In the con- o-

text of climatic change, the master variable for controlling CT F GH GHF SH SHADE
productivity appears to be temperature. Temperature regu-
lates weathering rates, decomposition, and the depth of thaw
in terrestrial ecosystems, all of which alter the flux of nu- :tl l
trients through terrestrial landscapes and into lakes. Tem- , Z
perature also regulates the strength and extent of thermal
stratification and thus the zone of highest productivity in the
lake. Figure 2. Effects of nine-year field treatments on net primary pro-

Under the present climatic regime, algal primary pro- duction and plant growth form composition in moist tussock tundra
ductivity is controlled by the amount of phosphorus entering at Toolik Lake, Alaska. Symbols: CT = control; F = fertilized
the lake which in turn is controlled by the amount of stream- (N+P); GH = greenhouse; GHF = greenhouse + fcrtilizer, SH =

flow. In Toolik Lake there was a positive correlation (r2 = shaded. Vertical lines are:1:I S.E. (n = 4).

0.52) between 14 years of summer primary productivity and
the discharge of the nearby Kuparuk River [Miller et al., ent availability on terrestrial ecosystems, and how might
1986]. these changes interact? In a series of short- and long-term

Stream Studies. What is the variability in annual water experiments that began in 1976, we have manipulated air
discharge and nutrient flux from the Kuparuk temperature by building small greenhouses over the tundra,
watershed and is there a discernible long-term trend re- light intensity by shading, and nutrient availability by fer-
lated to climatic change? The flow of water through the tilization. Changes in nutrient availability have effects on
landscape affects many key biogeochemical processes that productivity and composition of tundra vegetation that are
will potentially change if the hydrologic cycle is significant- far greater than changes in either air temperature or light
ly changed by either long-term trends or changing annual (Figure 2). The main effect of increased air temperature is to
variability in discharge. For example, increased water flow speed up the changes due to fertilizer alone. Without fertiliz-
will likely increase weathering rates of soils in the er the effect of increased temperatures on the vegetation is
watershed and increase the export of dissolved cations, slight even after 9 years, and probably results from small in-
anions, nutrients and dissolved organic materials front land creases in soil temperatures and increased nutrient miner-
to rivers and lakes. Higher discharge will also lead to greater alization. These results are consistent with results of our
streambank erosion which captures peat. When discharge is monitoring studies, and again lead to the prediction that ef-
low, the flux of materials from land to water is decreased fects of climate change on nutrient cycling processes are the
and the balance between autotrophic and heterotrophic pro- key to understanding climate change in the Arctic.
cesses in streams and lakes is probably shifted in favor of Lake Studies. How much of the structure and function
autotrophy. If climatic change does change either the of the lake ecosystem is controlled by resources (bottom-
amount of water flow through arctic watersheds or the tim- up control), such as the rate of nutrient input, and how
ing of these flows, we expect large changes in nutrient flux- much is controlled by grazing and predation (top-down
es and in biotic activity in rivers. Our monitoring program is control)? To isolate the effects of nutrient availability on
designed to document these changes. productivity we initiated process-oriented studies on the ef-

fects of fertilization. These studies began in 1983 using
CONTROL BY RESOURCES VS. CONTROL BY large limnocorrals and have been expanded to whole sys-

GRAZING AND PREDATION tems with our current experiments in divided lakes. Nutrient
Terrestrial Studies. What is the relative importance of additions enhance primary production almost immediately,

changes in air temperature, changes in light intensity but the transfer of carbon to higher trophic levels proceeds
(due to changes in cloudiness), and changes in soil nutri- more slowly. Additions of tracer amounts of 15N to a whole
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Figure 3. The numbers per 100 liters of two species of zooplank-
ton in Toolik LAke, 1976-1988.

20
lake also indicated a time lag of at least one growing season I
in the incorporation of new phytoplankton production into
the benthic food chain. Thus in the scenario of increased
nutrient supply due to rising temperature we would expect 1983
rapid changes in primary productivity and a delayed, more 10 DAY 38complex response from the higher mphic levels. I985

Ic 
195 1986To investigate the higher trophic levels and their inter- 9 1S/ ' DAY 20 DAY 42

actions with populations below them in the context of D

climate change, we have been both monitoring and experi-0
mentally manipulating a series of lakes. We have data on 0 _
long-term variability in zooplankton and fish populations in 2 3
several ponds and lakes. We also have data and models of
fish feeding on zooplankton and how this might change in 1983-84 1985-86
response to climate. In 1988 we began investigating the DRIPPER DRIPPER
feedback of higher trophic levels on changes in primary and
secondary productivity. The experiments consist of addition KILOMETERS DOWNSTREAM
and removal of top predators in lakes that lie along a pro-
ductivity gradient. Such experiments will help separate the Figure 4. Chlorophyll concentration on riffle rocks of the Kuparuk
influence of nutrients from shifts in trophic structure as in the control ard fertilized (at 0 kIn in 1983-84) reaches of the
patterns of energy flow are modified by climatic change. flVf.

Finally, when added to results of our regional surveys our
monitoring will enable us to predict effects of increasing over the past seven years is as follows: Dissolved phosphate
water temperatures on species and populations of both zoo- ad&d to river water stimulates the growth of epilithic algae
plankton and fish. (Figure 4). Increases in algal production lead to sloughing

One interesting observation is the virtual extinction of the and export of algal biomass and increased excretion and
large-bodied zooplankton in Toolik Lake (Figure 3). In the mortality. Increased algal excretion and mortality stimulate
late 1970s, many large lake trout in Toolik Lake were re- bacterial activity which is also stimulated directly by phos-
moved by angling. This released the predation pressure on phorus addition. Increased bacterial activity and biomass
smaller fish and they both expanded in numbers and in feed- make possible an increase in the rate of decomposition of
ing on zooplankton in the pelagic zone of the lake. This has refractory compounds such as lignocellulose and many
caused the dramatic drop in the numbers of the two large- components of the DOM pooL The increases in algal and
bodied zooplankton. bacterial biomass provi& increased high quality food for f'd-

Stream Studies. If climate change accelerates chemical tering and grazing insects. The insects respond with in-
weathering and phosphorus export from the tundra, creased growth rate and, in the case oF Baetis and Brach-
how will the life of streams and rivers be changed? How ycentrus, with increases in density. However, Prosimulium
much is the ecosystem controlled by resources (bottom- density in the fertilized reach declines due to competitive in-
up) vs. predation (top-down) control? The sequence of re- teraction with Brachycentrus. The increases in insects other
sponses to phosphorus fertilization that we have measured than Prosimuliur. increase the available food for grayling;
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both young-of-the-year and adult grayling grow faster and RATES AND CONTROLS OF THE EXCHANCE
achieve better condition in the fertilized reach. In the long OF NUTRIENTS AND ORGANIC MATIf lR
term, if the experimental nutrient addition were expanded to BETWEEN LAND AND WATER
include the whole river, and barring other overriding but un- Research. Question. What controls the fluxes of nu-
known population controls, we hypothesize that the fish trients and water over the arctic landscape and into
population would increase. If so, it is possible that predation aquatic ecosystems? Tis question of land-water inter-
by fish would exert increased top-down control over insects actions is fundamental to our understanding of stream
such as Baetis or Brachycentrus which are vulnerable to fish ecology and to predictions of climate change on arctic
predation when drifting and emerging. Experimental ecosystems. At the Toolik Lake site we already have many
evidence from bioassays using insectici4es indicates that small plot measurements of nutrients in soil water and their
grazing insects control algal biomass (also, in Figure 4 the interactions with plants. We also have large-scale data on
low algal biomass in 1985 and 1986 is due to growth and the flux of nutrients out of entire watersheds. In the next few
grazing of insects). Finally, increases in epilithic algae and years we will construct a dynamic model of the movement
bacteria are responsible in part for uptake of added phos- of nutrients into streams and combine this with a geographic
phorus and ammonium and for uptake of naturally abundant information system (GIS) to test our understanding of the
nitrate. Thus, the bottom-up effects of added nutrients are system and to estimate the nutrient output from larger water-
paralleled by several top-down effects of fish on insects, in- sheds.
sects on tnsects, insects on epilithic algae, and epilithon on Terrestrial Research. In this research our principal aim is
dissolved nutrient levels. to evaluate the magnitude and relative importance of lateral

In summary, the entire biological system in the river is N and P fluxes in soil water moving across the surface of
responsive to added phosphorus. The bottom-up effects the permafrost, between terrestrial ecosystem types and
propagate to all levels in the food web. Also both top-down from terrestrial to aquatic systems. Our study site is a
effects and competitive interactions are clearly important in toposequence of six contrasting ecosystem types in a tundra
the response of the ecosystem to fertilization, river valley (Figure 5). To estimate N and P fluxes in soil

Horizontal N output P output
Distance (m) (mg/yr) (mg/yr)

Tussock tundra 50 810 83
Hilltop heath 10 1116 86

TUSSOCK TUNDRA HILLTOP HEATH Hillslope shrub/lupine 20 726 102
Footslope Eouisetum 10 628 135
Wet sedge tundra 30 1485 90
Riverside willow . ..

I" I.........HILISLOPE
SSHRUB-LUPINE

"FOOTSLOPE
S A L., EQUISEIUM

< WET SEDGE TUNDRA< x " RNERSIDE WILLOW€

A "

[ WATER
A

lPERMAFROST .
A A
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Figure 5. Ecosystem sites along a toposequence (a 1-m-wide snip) leading down to an arctic river and the amounts of N and P (mg
ecosystemn- yrl) transported through each ecosystem annually.
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water at this site we have had to develop and compare over- -What is the specific role of the riparian zone in mod-
all N and P budgets for all six ecosystems, and to link these ifying the chemistry of water entering rivers and in de-
budgets with a hydrologic model. termining the amount of allochthonous organic matter

Our major conclusions are that the net uptake of N or P and light in rivers and lakes?
from moving soil water is small relative to internal fluxes -What is the role of lakes in retaining and transforming
such as annual plant uptake or N mineralization. However, organic matter and nutrients as this material moves
each of the six ecosystem types has a major and very differ- downstream through a drainage?
ent effect on the total amounts of N0 3, NI14, and P0 4 in soil -How do the communities of rivers and lakes change in
water (Figure 5). This has important implications for the in- response to changes in water quantity and quality caused
puts of these nutrients to aquatic systems. Some ecosystem by various units of landscape, riparian zones and up-
types, like tussock tundra and dry heath, are major sources stream lakes?
of N to soil water. Other systems, particularly those From our history of experiments on fertilization of lakes
occurring under or below late-thawing snowbanks, are im- and rivers, we know that both lake and strexam biota are very
portant N sinks and P sources to soil water. Poorly drained responsive to both short- or longer-term changes in phos.
wet sedge tundra is a P sink with a remarkably high N min- phorus and nitrogen supply. Thus we have a large amount of
eralization rate. information on question #4 and we know from current

We have also learned a great deal about pattexns and research on small plots that different terrestrial ecosystems
controls over N and P cycling processes along our will yield very different quality runoff water. In future
toposequence. Among our most important discoveries, we research, we will focus on determining the relationships be-
have shcwn that nitrification is much more important along tween larger landscape units (0.1 to 1 km2) and water qual-
our toposequence than we suspected based on earlier re- ity of runoff, the role of the riparian zone, and the role of
search, and many plant species show high nitrate reductase lakes in determining river water quality.
activity. We have strong evidence from stable. isotope Scaling to Watershed and Regional Level. The long-term
analyses that different plant species are using isotopically plan is to make a model of nutrient processing and transfer
different N sources, and that these species differences are which would follow nutrients from the interactions in the
maintained across sites. The relative amounts of different soil into a stream. This watershed model can be verified by
forms of organic and inorganic P in soils also vary dramat- the continuous measurements of nutrient flux from the
ically across sites. watershed being made at the point where the Kuparuk River

In sum, our work has shown that different terrestrial crosses the single road. Next, the watershed model would be
ecosystems differ strongly in their chemical interactions calibrated to fit the different environments of northern Alas-
with the soil water, and thus have highly variable effects on ka. Finally, the model would be used to characterize the var-
the chemistry of water entering aquatic systems. This work iability among Alaskan ecosystems so that statisticul
is important in the context of global change, because if extrapolations could be made to the regional scale. The erd
either the composition of the landscape mosaic changes, or result would be regional predictions of nutrient fluxes from
the biogeochemistry of individual landscape units changes, land to rivers under various scenarios of clifnate change.the chemistry of inputs to aquatic systems will also change. The flux from an entire region to the Arctic Ocean could

Land-Water Interactions. To achieve one of our major then be predicted.
long-term objectives of understanding controls of water and REFERENCES
nutrient flux at the whole watershed and regional levels, we
are focusing on four major questions: Miller, M. C., G. R. Hater, P. SpaR, P. Westlake, and D.

-What is the role of various units of landscape in de- Yeakel, Primary production and its control in Toolik
termining the amount and chei istry of water flowing Lake, Alaska, Arch. Hydrobiol.ISuppl., 74, 97-131, 1986.
from land to rivers and lakes? Shaver, G. R., N. Fetcher, and F. S. Chapin, Growth and

flowering in Eriophorum vaginatum: Annual and lat-
itudinal variation, Ecology, 67, 1524-1535, 1986.
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Paleolimnologic Evidence of High Arctic Late
Quaternary Paleoenvironmental Change:

Truelove Lowland, Devon Island, N.W.T., Canada

R. H. King and L R. Smith
Department of Geography, University of Western Ontario, London, Ontario, Canada

R. B. Young
Environmental Applications Group Limited, Toronto, Ontario, Canada

ABSTRACT
Truelove Lowland (75°33'N, 84*40'W) is a small area (43 kin2) of relatively

high biological diversity in the midst of the more typical Polar Desert of the Cana-
dian High Arctic. Much of the Lowland is presently covered by freshwater lakes
some of which are sufficiently deep (7-8.5 m) to contain stratified lake sediments.

S • Sediment cores (-s 2 m long) from the larger lakes have been analyzed for diatoms
00 " and chemical composition and reveal a stratigraphic record that spans the last

10,600 years.
___ This record indicates that lake development in the Lowland began as a series of

shallow marine lagoons isolated from the sea as a result of glacio-isostatic rebound
and the progressive emergence of the Lowland from the sea. Following isolation,
the timing of which was strongly controlled by elevation and the relative rate of iso-
static uplift, the lakes have been flushed with freshwater. Since that time the lakes
have remained oligotrorhic and lake sedimentation has been dominated by vari-
ations in non-biogenic factors arid particularly by variations in the influx of alloch-
thonous materials from within the lake catchments. Over time, the progressive
stabilization of surface materials and pedogenesis within the lake catchments has
been marked by decreasing amounts of Cr, As and Na in the sediments and an
increase in allochthonous Fe and Mn.

INTRODUCTION dra Biome component of the International Biological Pro-
Under existing climatic conditions the Canadian High gram (IBP) and the only one out of a total of four major arc-

Arctic is a polar desert, characterized by low biological tic projects that was conducted within the High Arctic
diversity and low productivity and underlain by continuous [Bliss, 1977].
permafrost. However, in widely scattered locations small Although a considerable amount of detailed information
areas of relatively high biological diversity and productivity on the characteristics and perfonnance of this ecosystem
occur as terrestrial oases in the midst of the regional polar was amassed by the IBP project over a four year period,
desert. An example of such an area is the Truelove Lowland 1970-1974, it provides only a small picture of changes, both
(75-33'N, 84-40'W), one of a series of lowlands located on environmental and ecological, experienced by the Lowland
the northeastern coast of Devon Island, N.W.T. (Figure 1). since it has been in existence. What has been lacking until

Because of their ecologic significance these polar oases now have been details of the changes experienced by the
have been the object of considerable scientific interest in Lowland over the relatively longer term of the postglacial
recent years. Truelove Lowland was chosen as the location period. A major problem in obtaining such information has
for one of fourteen major ecosystem studies within the Tun- been the apparent absence of a stratigraphic record of such
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present mantle of deposits. Local relief in the Lowland is oligotrophic [Scheibli, 1990].
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Lake ice begins to form in early September in an average (2.5Y 4/4) color. Basal sediments from a depth of 79-80 cm
year, reaches a maximum thickness of snproximately 2 at in the PL2 core from Phalarope Lake and from a depth of
and lasts into late July or early August. To a large extent, 76-78 cm in the Fish Lake core FL3 yielded 14C (AMS)
the presence of an ice pan controls the degree to which lake dates of 10,620 ± 160 years B.P. (TO-564) and 10,570 +
water mixing occurs. Throughflow of lighter water immedi- 200 years B.P. (TO-566) respectively. An examination of
ately beneath the lake ice appears to be greatest when the ice the diatom assemblages present within the cores provides
pan is most extensive. As an ice-free moat develops and as further evidence of the major environmental changes expe-
the fetch increases, the potential for turbulent mixing of the rienced by these lake systems. Although the diatom content
lake water by the wind also increases. Consequently the in the basal sample of the FL3 core is extremely low (16
shallower lakes, which warm up rapidly during the early valves), the diatoms present are marine, benthic littoral
summer, tend to be well mixed and the sediments poorly forms such as Cocconeis costata, Diploneis subsincta and
stratified. Grammatophora angulosa (Figure 2). The prese.:.- o6 this

diatom assemblage indicates that the basal cv::. .;:, in
METHODS FL3 represents a marine deposit. The basal d& o -_ 70 +

Sediment coring has concentrated on the largest and 200 years B.P. indicates that this part of the c".% :zepos-
deepest lakes in the Lowland since it was believed that the ited at a time when this portion of the Lowland was inun-
longest, most complete stratigraphic record of environ- dated by the sea and prior to the subsequent coastal
mental changes was most likely to occur there [Young, emergence that resulted in the creation of the raised beach
1987; X oung and King, 1989]. Sediment cores have been sequence and isolated the lakes from marine influence.
collected using a modified Livingstone piston corer with an The basal part of the FL3 core is overlain by a section of
internal diameter of 5.75 cm and the lake ice in early JLne as the core between 66 and 72 cm containing brackish tolerant
a coring plp'form. Cores are initially extruded in 20- to 24- diatom species (Figure 2) such as Diploneis interrupta, Nay-
cm sections in the fie.ld and subsampled in 2-cm sections. icula digitoradiata, N. protracta var. elliptica and N. sal-
Core samples have been analyzed in the following ways. inarium suggesting that this portion of the core contains a
Chemical compositional data was obtained using Instrument record of the isolation of the lake from marine influence and
Neutron Activation Analysis (INAA). In particular, trace a significant inflow of fresh water to the system. At that
elem,-nts including As, Cr, Mo, U, and selected macro ele- time the lake probably existed as a marine lagoon, separated
ments such as Fe (Fet) were determined. In addition, total from the sea by an offshore bar. The remainder of the core is
organic carbon was determined using the modified Walkley- dominated by Fragilaria, in particular, F. pinnata. This dia-
Black technique [Nelson and Summers, 1982] and biogenic tom, together with F. construens, has often been interpreted
silica was determined colorimetrically [after DeMaster, as representing a colonizing phase of benthic alkaliphils
1981] using a Pye-Unicam model 5620 visible spectro- analogous to early postglacial limnological conditions
photometer. Fe and Mn (Fed and Mn,) were extracted using [Florin and Wright, 1969; Bradbury and Whiteside, 1980;
a citrate-bicarbonate-dithionite solution [Mehra and Smol, 1983]. Wolfe [1989] also reports that the Fragilaria
Jackson, 1960] and determined by atomic absorption spec- pinnata-construens complex dominates the modem benthic
trophotometry. Diatoms were mounted for microscopic and littoral sediments of the larger and deeper freshwater
identification in Hyrax (R.I. = 1.65) following sample prep- lakes in the Truelove Lowland. This suggests that the pres-
aration that included acidification with 10% HCI and per- ence of Fragilaria indicates the post-brackish freshwater
oxidation followed by extraction with concentrated H2SO4  phase of lake development that followed coastal emergence.
and K2Cr2O7 to remove organic matter. Diatoms were iden- Diatom preservation in Phalarope Lake, on the other
Lified with reference to standard keys [Cleve-Euler, 1951- hand, as represented by core PL2, is not as complete as it is
1955; Patrick & Freese, 1961; Foged, 1972-1974, 1981; in Fish Lake (Figure 2). Nevertheless, an environmental
Germain, 1981; Lichti-Federovich, 1983; Peragallo and record similar to that in Fish Lake appears to be present.
Pcragallo, 1897-1908]. In addition, selected bulk sediment The top 4 cm of the core is dominated by Fragilaria, in par-
core samples have been dated by accelerator mass spectrom- ticular, F. pinnata, F. construens and F. construens var.
etry (AMS) at the Isotrace Laboratory, University of subsalina, but the core section from 4 to 42 cm is nearly
Toronto. devoid of diatoms. Underlying this section of the core,

between 42 to 80 cm, the diatom assemblage consists of a
RESULTS AND DISCUSSION mixture of euryhaline, brackish and marine forms such as

This paper focuses on the results obtained from two sedi- Achnanthes brevipes, Amphora libyca var. baltica, A. ter-
ment cores obtained in late June, 1986 from Fish Lake roris, Cocconeis scutellum, C. costata, Navicula dig-
(FL3) and Phalarope Lake (PL2). The cores are generally itoradiala, N. protracta var. elliptica and N. salinarium. A
similar, ranging in length from 78 cm (FL3) to 80 cm (PL2). similar diatom assemblage exists in the benthic and littoral
Most of the cores comprised black (5Y 2.5/1 [Munsell, sediments of brackish lakes and ponds in the Lowland today
1975]), olive (5Y 5/4) or dark olive grey (5Y 3/2) jellylike [Wolfe, 1989]. The presence of such an assemblage in much
algal gyttja clay, except for the basal section of the FL3 core of the PL2 core suggests that the period of brackish condi-
which was comprised of greyish brown (2.5Y 5/2) sand. tions persisted much longer in Phalarope Lake than it did in
Although present throughout both cores, laminations of Fish Lake and that the freshwater phase of lake development
alternating black and dark olive grey material tended to be is a comparatively recent event. Together, these two lakes
ri stricted to the top and bottom parts of tl. cores. On expo- appear to contain a record of the progressive emergence of

,re to the air oxidation of tre ic itt occurred rapidly the Truelove Lowland from the sea, beginning with lake iso-
resulting in the development of a more uniform olive brown lation as a marine lagoon, followed by the inflow of fresh-
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Figure 2. Diatom stratigraphy of the ML core from Fish Lake and the PL2 core from Phalarope Lake in pmenrtage of diatom sum.

water derived from snow and ice melt diluting the seawater and the presence of a distinctive black layer in the sedi-
and the progression of the lake to a freshwater condition. merits. However, biologic productivity, as indicated by the
Such an interpretation is supported by the geochemical data, concentration of biogenic silica and organic matter (Figure
especially that firom the FM3 core (Figures 3 and 4). For 3), remains high in this region of the PL2 core, suggesting
"eample, (Cr, Fet, U and Me in the sediments of the RL3 that the duration of such a hypolimnetic: anoxia would have
core appear to be associated with the isolation phase when been short lived. Calculations of the residence time of water
the marine lagoons were first isolated from the sea. At this in the deeper lakes in the Lowland [Scheibli, 1990] suggest
time lake sedimeitation would be strongly affected by the that the persistence of such anoxic conditions would be very
high energy en-vironment associated with be. -h develop- short lived; in the order of app'Troximately 20 to 30 years at
ment and is sensitive to the presence of brackish water and mosL In the case of Phaiarope Lake which, despite its area,
erosion within the catchment. The geochernical data from is comparatively shallow and thermally well mixed in sum-
the PL2 core are more difficult to interpret and this may mer, the persistence of such conditions would have, been
reflect the much longer time takeii for lake isolation to much less than in the deeper lakes.
occur. Whereas in Fish Lake isolation of the lake appears to T'he presence of basal marine deposits of similar age in
have been quickly accomplished at a time of relate..., rapid both Fish Lake and Phalarope Lake supports the idea that by
isostatic uplift, in the case of Phalarope Lake, being luwer in approximately 10,600 years B.P. much of the Lowland was
elevation, its isolation took much longer due to a much covered by the sea. It is possible that the Lowland was inun-
slower rate of isostatic uplift at that time. Ile relatively high dated by a marine transgression which progressively cov-
concentrations of erosional indicators such as U, and alloch- ered the Lowland shortly before approximately 10,600 years
thonons Mn and Fe (Mnd and Fed) in the brackish zone of B.P. up to an elevation of approximately 86 mn a~s.l., this
the PL2 core (Figure 3) lends further support to the idea that being the present field elevation of an easily identified
the isolation of Phalarope Lake was protracted, marine limit at the base of the escarpment bounding the

Given that Me is concentrated at the point in both cores Lowland to the east. Ile marine transgression could have
where the diatom flora indicate that brackish conditions pre- been the result of a general eustatic rise in sea level. Such a
vailed, the period of transition from marine to freshwater scenario assumnes that the Lowland was already deglaciated
conditions appears to have been associated with the devel- prior to the marine transgression. On the other hand, it is
opment of hypolimnetic anoxia. Such conditions are equally possible dial the Lowland was inundated by the sea
believed to have resulted in the precipitation of Me as MoS2 considerably before 10,600 years B.P. Evidence in support
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of this idea is provided by Barr (1971] who reported the the lake catchments followed lake isolation and the emer-
presence of marine shells with an age of approximately gence of the Lowland. One consequence of this would have
30,000 years B.P. at an elevation of 36 m on Wolf Hill. been lower soil redox potentials resulting from the develop-

The record of palcoenvironmental change preserved in meat of a water-saturated active layer and the consequent
these lake sediments is not restricted to major changes in the mobilization and translocation of Fe as Fe2+ and Mn as
development of the Truelove Lowland related to coastal Mn3 + to the lake sediments. There is every indication that
emergePce. During the early post-isolation ptase in Fish the stratigraphic record provided by the sediments in these
Lake the response of the lake biota to an infliv of nutrients lakes will ultimately provide more information on the pro-
is reflected in an increase in biogenic silica 4.' ctg.nic car- cesses and changes occurring within the lake catchments
bon in the lake sediments (Figure 3). In -, of Phal- than ,oout events taking place within the lakes themselves.
arope Lake, where the process of lake ,olzLoini .'. ;: much
longer, a similar response took place. , mut.' •;. ACKNOWLEDGMENTS
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Effect of Global Climate Change on Forest Productivity:
Control Through Forest Floor Chemistry

K. Van Cleve, J. Yarie, and E. Vance
Forest Soils Laboratory, University of Alaska Fairbanks, Alaska, U.S.A.

ABSTRACT
Forest floor chemistry interacts with temperature and moisture to restrict or

enhance the supply of nutrients for tree growth. In sub-arctic forests of interior
Alaska, this control of element supply is manifest in dramatically different rates of
nutrient cycling among the principal forest types. Slow-growing forests developing
on cold, wet soils produce organic detritus that is slow to decompose because of its
chemical composition. Consequently, element supply is restricted in these eco-
systems. Productive forests developing on warm, drier soils produce organic detri-
tus that decays more rapidly because of favorable chemical composition. Element
supply is enhanced in these forest ecosystems.

Using the compartment model Linkages, we evaluate several scenarios that pro-
pose altered temperature and precipitation regimes for their influence on forest
floor chemistry, element supply and the consequence to forest productivity.
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The Sensitivity of Ecosystem CO2 Flux in the Boreal Forests
of Interior Alaska to Climatic Parameters

Gordon B. Bonan
National Center for Atmospheric Research, Boulder, Colorado, U.SA.

ABSTRACT
An ecophysiological model of carbon uptake and release was used to examine

C02 fluxes in 17 mature forests near Fairbanks, Alaska. Under extant climatic con-
ditions, ecosystem C02 flux ranged from a loss of 212 g C02 m-2 yr-I in a black
spruce stand to an uptake of 2882 g C02 m-2 yr-i in a birch stand. Increased air
temperature resulted in substantial soil warming. Without concomitant increases in
nutrient availability, large climatic warming reduced ecosystem C02 uptake in all
forests. Deciduous and white spruce stands were still a sink for 002, but black
spruce stand$ became, on average, a net source of C02. With increased nutrient
availability that might accompany soil warming, enhanced -xee growth increased
C02 uptake in conifer stands.

INTRODUCTION biosphere exchange of CO2 in boreal forests and its sensitiv-
The circumpolar boreal forest is the largest reserve of soil ity to climatic parameters.

carbon and is second only to broadleaf humid forests in
terms of carbon stored in live vegetation [Lashof, 19891. THE MODEL
Not surprisingly, boreal forests appear to play a significant Bonan [1991b] describes the calculation of the CO2
role in the seasonal dynamics of atmospheric CO2 [D'Arrigo fluxes. The model simulates daily CO2 fluxes during plant
et al., 1987]. With its wide range in site conditions, interior growth and forest floor decomposition (Figure 1). Mosses
Alaska is a unique location to examine atmosphere- form a significant component of many boreal forests
biosphere exchange of CO2 in boreal forests. In mature [Oechel and Van Cleve, 19861, and moss photosynthesis
forests, above-ground woody biomass ranges from 2.6 kg and respiration are additional C02 fluxes. Tree photosyn-
m-2 in black spruce (Picea mariaa (Mil.) B.S.P.) forests thesis is a function of the CO2 diffusion gradient, bulk boun-
growing on cold, wet, nutrient-poor soils to 24.6 kg m-2 in daiy layer resistance, stomatal resistance, and mesophyll
white spruce (Picea glauca (Moench.) Voss) forests grow- resistance. Stomatal resistance is a function of irradiance,
ing on warmer, mesic soils [Van Cleve et al., 1983]. Forest foliage temperature, vapor pressure deficit, and foliage
floor mass ranges from an average of 2.2 kg m-2 in mature water potential. Mesophyll resistance includes rate limita-
balsam poplar (Populus balsamifera L.) forests to an aver- tions imposed by the diffusion of CO2 within cells and the
age of 7.6 kg m-2 in mature black spruce forests [Van Cleve effects of foliage temperature, irradiance, and foliage nitro-
et al., 1983]. gen on the biochemical process of photosynthesis. Tree

Interactions among soil temperature, soil moisture, the respiration is partitioned into maintenance and growth res-
forest floor, litter quality, nutrient availability and fire con- piration. Maintenance respiration is an exponential function
trol stand productivity and organic matter decomposition ii, of foliage temperature; growth respiration is a function of
these w.rests [Van Cleve and Viereck, 1981; Van Cleve et the efficiency with which tissue is synthesized. Moss photo-
al., 1983, 1986]. I have developed a process-oriented, ec- synthesis is limited by irradiance, temperature, and moisture
ophysiological model of carbon uptake and release that content. Moss respiration is also an exponential function of
quantifies these relationships [Bonan, 1991b]. The purpose twnperature and the efficiency with which new tissue is syn-
of this paper is to use this model to examine atmosphere- thesized. Based on data from Schlentner and Van Cleve
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[1985], microbial respiration under optimal substrate quality
is a function of soil moisture and soil temperature. De-
composition in boreal forests is a linear function of forest

MlosM,,,.- 0floor nitrogen [Flanagan and Van Cleve, 1983], and micro-
bial respiration is adjusted for substrate quality as a function

- -- of forest floor nitrogen.
a CSimulated microbial respiration is converted to dry matter

SI n decomposition by the factor 0.61 g dry matter per gram CO2
RM res-pired. Simulated plant dry matter production is directly

S•, Mproportional to the difference between photosynthesis andT TW maintenance respiration (0.44 g dry matter per g CO2 as-
similated). Annual tree production is partitioned into above-

M and below-ground components.
Required biophysical factors such as the bulk boundary

layer resistance, foliage temperature, foliage water potential,
irradiance, vapor pressure deficit, soil temperature, and soil
moisture are simulated by solving the surface energy budget
of a multi-layered forest canopy (Figure 2). A more detailed
description and validation of the biophysical calculations
has been presented elsewhere [Bonan, 1991a].

Figure L Simulated CO2 fluxes. Tree fluxes are photosynthesis, Required stand parameters for the model are canopy
and foliage, stem, and root respiration. Moss fluxes include photo- height, leaf area index, foliage nitrogen, forest floor mass,
synthesis and respiration. Microbial respiration during forest floor forest floor nitrogen, moss and humus thickness, and green
decomposition is an additional CO2 flux. Ecosystem CO2 flux is
the sum of these fluxes. Bonan [1991b] provides more details on moss, sapwood, and root biomass. Site parameters are
the calculation of these fluxes. aspect, slope, elevation, soil color, and drainage. These

parameters were estimated for one aspen (Populus trem-

HI R,[T , T2, T3 ] +H [T, ,T 2, T3 ] +)E [T, , T2, T3 =0

H2  R,[TI IT2 1 T3 ] +H [TI, T21 T3 ] +AE T 1, ,T2 T 3 ]=0

H3=0 R,[T 1,T 2 ,T 3 ]+H(T 1,T 2 ,T 3 ]+AEC[ --2,1T3 ]+G[T 3]=o

-------- 01 r, T 1

-------------- 02, Ts, 2 - - - - - - - - - - - -

-------------- 3, Ts,3

Figure 2. Schematic diagram of the surface energy budget for a forest divided into three layers. The net radiation R, sensible heat H,. water
vapor M and soil heat G fluxes in the upper canopy (height hi), lower canopy (height h2), and ground surface (height h3) are a function of
three unknown temnperatures (T1, T2, T3) at heights hli h, hd h3, respectively. The surface energy budget of each canopy layer must sum to
zero, and these three equxations are solved simultaneously P1r the three unknovn temperatures. Then, with the ground surface tem e,
evapotranspiration, and snow melt known, soil temperature T, and soil moisture e in a multi-layered soil are updated. Bonan [1991a] pro-
vides more details for these calculations.
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uloides Michx.), two birch (Betula papyifera Marsh.), two
balsam poplar, four white spruce, and eight black spruce Annual Productivt
mature stands located near Fairbanks, Alaska, based on SDD Trees Moss Decomposition CO2
observed stand descriptions [Viereck et al., 1983; Van Cleve .-2 -2 -2 -2
et al., 19831. Required climatic parameters were taken fora gm gm gm gm
"typical" meteorological year [NOAA, 1981].

Daily CO2 fluxes for each stand were simulated for one Control 1194 900 0 294 2376
year with current climatic parameters to obtain control 10C 1293 917 0 311 2421
simulations. To evaluate the sensitivity of CO2 fluxes to 15091 1301 915 0 317 2407
climatic parameters, the simulations were then repeated with 200% 1302 909 0 319 2381
I°C, 30C, and 50C increases in daily air temperature. Each 30C 1488 813 0 346 2027
air temperature increase was repeated with current pre- 150% 1505 819 0 354 2031
cipitation and 150% and 200% increases in daily pre- 200% 1507 815 0 357 2013
cipitation. The model is not stochastic in any manner. 50C 1683 698 0 382 1588
Therefore, simulations are deterministic and differences 15096 1705 702 0 391 1585
among the simulations for a particular forest type reflect 200% 1711 704 0 396 1584
solely the change in climate parameters.

In addition to the direct effects of soil temperature onplant medtaonsm totherecteffecphotosyn s increaesfwt soil tTable 1. Deciduous forests: Simulated soil degree days (SDD)plant metabolism, tree photosynthesis increases with soil from May 20 to September 10 at 10 cm depth, annual above-
warming due to greater nutrient mineralization [Van Cleve ground tree productivity, annual moss productivity, annual forest
et al. 1983, 1990]. The model does not simulate dynamic floor decomposition, and annual ecosystem CO2 flux with climatic
nutrient availability, and to examine this effect on CO2 flux- warming and precipitation increases. A positive CO2 flux indicates
es, the simulations for black spruce and white spruce, where net uptake by the ecosystem. All values are averages for the five
current foliage nitrogen concentrations (0.7%) limit photo- and

synthesis, were repeated but with increased foliage nitrogen
concentrations (1.0%). This increase in foliage nitrogen
reflects data from experimental heating of a cold soil [Van
Cleve et al., 1983, 19901. SD Trees Moss Decomposition C02

Bonan [1991a,b] provides detailed results of the control D Tre M s D C 2
simulations. Simulated solar radiation, soil temperature, fol- g m2  g m"2  g m2  g m"2
iage water potential, evapotranspiration, and snow melt
were consistent with observed data [Bonan, 1991a]. Sim- Control 997 366 ill 202 851
ulated soil respiration, moss production, decomposition, and 1Co 1094 365 105 210 988
tree production were also consistent with observed data 150% 1090 381 113 216 1053
[Bonan, 1991b]. (Note: In contrast with the analyses of 20% 1091 378 113 220 1036
Bonan [1991b], here the ambient CO2 concentration was 30C 1251 274 86 227 620
600 mg m-3 rather than 640 mg m-3). 150% 1275 295 '0 239 703

RESULTS 200% 1283 297 A4 244 706
50C 1405 145 62 244 100The sensitivity of cosystem CO2 flux to cimatic .pa- 150% 1447 174 79 260 211

rameters varied with feest type. Without increased nutrient 200% 1468 180 87 268 235
availability, the PC warming enhanced tree growth for the
deciduous and white spruce stands (Tables I and 2). De-
composition lso increased, but the net result was that these Table 2. Same as Table I but for four white spruce stands.
stands were a greater sink of CO2 than in the control simula-
tions. With increases in Jr temperature of 30C and 50C, tree
production in these stands declined. Decomposition in- were enhanced for all climatic warmings when compared to
creased, and though these stands were a net sink for CO2, the control simulation. For white spruce, tree productivity
they were less of a sink than in the control simulations. In and ecosystem CO2 uptake increased from the control sim-
contrast, the IoC warming substantially reduced black ulation for the I°C and 3°C warming, but decreased for the
spruce tree production (Table 3). Tree respiration exceeded SOC warming.
photosynthesis in two of the eight black spruce stands, and
ecosystem CO2 uptake decreased from the control simula- DISCUSSION
tion. With the 3"C and 50C warming, these stands became, Under extant climatic conditions, mature boreal forests in
on average, a source of CO2 as net carbon uptake by trees interior Alaska range from a source of 212 g CO2 M-2 yr-I in
and mosses was further reduced. With the 5°C warming, a black spruce stand to a sink of 2882 g CO2 m-2 yr-l in a
tree respiration exceeded photosynthesis in six of the eight birch stand. This flux was extremely sensitive to air tem-
stands. perature increases. In all forest types, organic matter

Increased nutrient availability in the conifer stands en- decomposition increased with increased air temperature.
hanced tree growth compared to comparable nutrient-poor This reflected greater microbial activity with warmer soils.
simulations (compare Table 4 with Tables 2 and 3). For Moss productivity decreased with climatic warming because
black spruce, tree productivity and ecosystem CO2 uptake of increased dryness with a warmer climate. Indeed, for a
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Annual uBc Shite Spruce

SDD Trees Moss Decomposition CO2 NPP C02 NPP C02Si-2 gi-2 m-2 Si-2NP CO NP CO
gmg m-2 g m-2 g m-2 g m-2

Control 642 113 98 107 196
10C 692 68 91 110 146 IC 186 532 543 1541

150% 722 63 96 114 131 30C 164 405 461 1211

200% 717 55 96 116 100 50C 124 196 344 750

30C 787 40 68 114 0
150% 858 31 79 123 -26 Table 4. Annual above-ground tree productivity (NPP) and annual
200% 859 22 82 124 -52 ecosystem CO2 flux with climatic warming and increased nitrogen

50C 852 -1 35 118 -217 availability. A positive CO2 flux indicates uptake by vegetation.

150% 997 -14 52 130 -247 All values are averages for each forest type.

200% 1005 -22 59 133 -264

Nutrient availability increases with soil warming [Van

Table 3. Same as Table 1 but for eight black spruce forests. Cleve et al., 1983, 1990]. When increased nutrient avail-
ability was included in the simulations, tree photosynthesis
increased in the nutrient-poor conifer stands. The net effect

given climatic warming, moss productivity increased with was that these stands took up greater amounts of CO2. This
increases in precipitation. was most important in the black spruce stands, where in-

Without increased nutrient availability, air temperature creased nutrient availability promoted tree growth such that
increases greater than IC caused annual above-ground tree with 3YC and 51C increases in air temperature, these sites
productivity to decrease even though the soils became were a sink rather than a source of CO2 .
warmer. Though tree photosynthesis increased with climatic These simulations examined the short-term (one year)
warming, tree respiration increased more. In particular, response of boreal forests to climatic warming. The long-
warmer soil temperatures greatly enhanced root respiration, term effects of climatic warming on ecosystem COý flux are
For example, in a black spruce stand growing on a terrace at likely to differ. For example, the equilibrium response of
468 m, annual C02 uptake during tree photosynthesis was soil temperature to climatic warming will differ from the
1531, 1559, 1657, and 1708 g m-2 in the control, 1PC, 3*C, transient response. However, these analyses highlight the
and 5°C simulations, respectively. However, annual tree res- sensitivity of tree photosynthesis and respiration to climatic
piration was 1379, 1462, 1651, and 1854 g CO2 m-2, warming and the importance of nutrient availability in de-
respectively. Likewise, in a lowland white spruce stand at termining CO2 fluxes with climatic warming.
120 m, annual tree photosynthesis was 3430, 3462, 3610,
and 3679 g CO2 m-2 and annual tree respiration was 2491, ACKNOWLEDGMENTS
2652, 3040, 3505 g C02 m-2 for the control, IC, 3*C, and This manuscript was prepared while the author was a
5*C simulations. Decreased net CO2 upiake during tree postdoctoral fellow in the Advanced Study Program at the
growth reduced ecosystem uptake in all stands. With the National Center for Atmospheric Research. The National
3°C and 5*C warmings, black spruce stands became, on Center for Atmospheric Research is sponsored by the
average, a source of CO2. National Science Foundation.
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Evolutionary History of Polar Regions

J. A. Crame
British Antarctic Survey, Natural Environment Research Council, Cambridge, United Kingdom

ABSTRACT
A traditional view of life on earth is that most major groups of plants and ani-

mals arose in the tropics and then disseminated to higher latitude regions. In some
way, competitively less successful forms are displaced progressively towards mid-
and high-latitude regions, with only the most tolerant forms reaching the poles. The
latter are frequently cited as refugia.

However, we now know significantly more about the evolutionary history of
polar regions than was the case when such theories were first promulgated. In par-
ticular, it is evident that, for long periods of geological time, vast areas of ice-free
continent and continental shelf were. present in the highest latitudes of both hemi-
spheres. These undoubtedly served as the sites of origin for at least some of the
components of the distinctive Mesozoic Boreal realm and its austral counterpart.
Indeed it is likely that a distinctive biotic realm has charactcrized the southern high
latitudes, at least intermittently, since the late Paleozoic.

In recent years it has become apparent that West Antarctica and its contiguous
regions may have been the center of origin for a range of recent taxa. Here, the late
Mesozoic and Cenozoic paleontological record contains the first occurrences of a
number of prominent taxa in living Southern Hemisphere temperate forests. The
same beds have also yielded first records of living marine invertebrate types such as
decapod crustaceans, echinoids, bivalves, gastropods and brachiopods. It is even
possible, at least within the marine realm, that the polar regions are still actively
providing new taxa. In Antarctica, for example, certain groups of very closely
related species (such as pycnogonids, buccinacean gastropods, certain echinoderms
and notothenioid fish) seem to be the product of extensive Cenozoic adaptive
radiations.

The polar regions may yet be shown to have been significant contributors to the
global species pool.
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Possible Impacts of Ozone Depletion on Trophic Interactions
and Biogenic Vertical Carbon Flux in the Southern Ocean

Harvey J. Marchant and Andrew Davidson
Australian Antarctic Division, Kingston, Tasmania, Australia

ABSTRACT
_Among the most productive region of the Southern Ocean is the marginal ice

edge zone that trails the retreating ice edge in spring and early summer. The timing
of this near-surface phytoplankton bloom coincides with seasonal stratospheric
ozone depletion when UV irradiance is reportedly as high as in mid-summer. Re-
cent investigations indicate that antarctic marine phytoplankton are presently UV
stressed. The extent to which increasing UV radiation diminishes the ability of
phytoplankton to fix C02 and/or leads to changes in their species composition is
equivocal. The colonial stage in the life cycle of the alga Phaeocystis pouchetii is
one of the major components of the bloo!.i. We have found that this alga produces
extracellular products which are strongly UV-B absorbing. When exposed to in-
creasing levels of UV-B radiation, survival of antarctic colonial Phaeocystis was
significantly greater than colonies of this species from temperate waters and of the
single-celled stage of its life cycle which produces no UV-B-absorbing compounds.
Phaeocystis is apparently a minor dietary component of antarctic krill, Euphausia
superba, and its nutritional value to crustacea is reportedly low. Phytoplankton,
principally diatoms, together with fecal pellets and molted exoskeletons of grazers
contribute most of the particulate carbon flux from the euphotic zone to deep water
If the species composition of antarctic phytoplankton was to shift in favor of Phaev
ocystis at the expense of diatoms, changes to pelagic trophic interactions as well as
vertical carbon flux are likely.

INTRODUCTION [19901 concluded that antarctic phytoplankton are presently
Stratospheric ozone over Antarctica and the Southern under UV stress and are likely to be seriously affected by

Ocean is markedly depleted during spring [Stolarski et al., any increase in UV-B radiation as would the higher trophic
1986], resulting in UV flux rates similar to mid-summer levels of the southern Ocean food web. In contrast, Holm-
conditions [Frederick and Snell, 1988]. Solar UV-B radia- Ha,•in et ai. [1989] found that although the rate of photo-
tion penetrates oceanic water to depths that are able to in- synthesis by phyoplankton in the top meter of the water
fluence the growth of macrophytes and phywpla'iLton [Jitts column was depressed by about 30%, organisms at depths
et al., 1976; Lorenzen, 1979; Calkins and Thordardottir, greater than 20 m were unaffected by in situ exposure to
1980; Worrest, 1983; Maske, 1984; Wood, 1987, 1989]. In UV. They concluded that increased UV irradiation would
additien, Trodahl and Buckley [1989] suggest that antarctic have little impact on the phytoplankton and higher trophic
sea ice in early spring may be sufficiently transparent to UV levels of the Southern Ocean. Species of phytoplankton dif-
for organisms living in and under it to receive levels of ra- fer in their ability to survive UV irradiation [Catkins and
diation high enough to have biological consequences. Thordardottir, 1980], and Karentz [1991] has argued that the

The effect of UV-B radiation on antarctic marine phy- most likely effect of elevated UV irradiation on antarctic
toplankton is equivocal [Roberts, 1989]. El-Sayed et al. marine phytoplankton is a shift in the species composition.
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The principal primary producers in the Southern Ocean [Gibson et al., 1990]. Oxidation of this DMS forms sulfate
are diatoms. As well as contributing directly to the vertical particles which constitute a major source of cloud ;ondensa-
flux of carbon, they are grazed by crustacea, especially tion nuclei (CCN). Bates et al. [1987] and Charlson et al.
euphausiids. The feces and molted exoskeletons of grazers [1987] propose that the abundance of CCN determines
constitute a major avenue of carbon to deep water iNicol global albedo thereby establishing a -=anism for the reg-
and Stolp, 1989]. Here we briefly review the spatial and ulation of climate by marine biologic. - tivity. Gibson et
temporal distribution of antarctic marine phytoplankton, al. [1990] estimate that antarctic Phaeocystis may contribute
especially Phaeocystispouchetii. We discuss our finding of as much as 10% of the total global flux of DMS to the at-
UV-B-absorbing pigments in this alga and the protection mosphere.
that they confer [Marchant et al., 1991] and consider the
possible consequences on trophic interactions and biogenic GRAZING ON PHAEOCYSTIS
vertical carbon flux of Phaeocystis surviving elevated levels Although Phaeocystis is grazed by herbivores including
of LUV exposure. Euphausia superba [Sieburth, 1960; Marchant and Nash,

1986], the effect of grazing on this alga and its food value
SPRINGTIME SEA ICE RETREAT AND THE are equivocal [Verity and Smayda, 1989]. In an in-

MARGINAL ICE EDGE ZONE vestigation o;, the impact of copepod grazing on a
Meltwater released from the retreating sea ice generates a phytoplankton bloom in which Phaeocystis comprised about

pycnocline at about 20 m depth above which phytoplaakton 97% of the biomass and the remainder was mainly diatoms,
bloom. Data from Jennings et al. [1984] indicate that 25- the diatoms accounted for some 74% of the copepod diet
67% of the nutrient depletion in the Southern Ocean is due [Claustre et al., 1990]. Only 1.5% of the biomass of
to phytoplankton production in the marginal ice edge zone Phaeocystis was grazed by the copepods, the remainder
[Smith and Nelson, 1986]. This southward-moving region of apparently being lost to the pelagic food web. In addition,
high productivity is coupled to higher trophic levels [Ainley Claustre et al. [1990] reported that the low nutritional value
et al., 1986], providing much of the carbon required to of Phaeocystis was due to its fatty acid to chlorophyll a ratio
sustain the large populations of zooplankton, birds and being much lower than was found in diatoms. This was also
mammals for which the Southern Ocean is noted [Ross and the case for amino acids and vitamin C. Phaeocystis from
Quetin, 1986; Sakshaug and Skjoldal, 1989]. antarctic sea ice has been found to have significantly lower

The most abundant components of the phytoplankton of concentrations of neutral lipids than diatom assemblages
the marginal ice edge zone are diatoms, principally of the dominated by Nitzschia and Navicula [Priscu et al., 1990].
genus Nitzschia, and the prymnesiophyte Phaeocystis pou- Antarctic euphausiids reportedly have a dietary preference
chedii [Garrison et al., 1987; Fryxell and Kendrick, 1988; for diatoms [Meyer and EI-Sayed, 1983; Miller and
Garrison and Buck, 1989; Davidson and Marchant, 1991]. Hampton, 1989]. We have found that at an antarctic inshore
The massive deposits of diatomaceous ooze in Southern site very little of the carbon attributable to Phaeocystis is ap-
Ocean sediments, the species composition of which is dom- parently utilized by metazoa [Davidson and Marchant,
inated by the taxa found in the ice edge bloom [Truesdale 1991] and, as was found by Claustre et al. [1990], most of
and Kellogg, 1979] are thought to be due to reduced the carbon was not used in situ.
coupling of production and consumption in the marginal ice
edge zone. Thus a substantial amount of the biogenic pro- VERTICAL CARBON FLUX IN
duction sinks rapidly from the euphotic zone [Smith and THE SOUTHERN OCEAN
Nelson, 19861 and while some is grazed, sedimentation is In addition to the direct contribution of the primary pro-
apparently the principal fate of much of this ice edge bloom ducers, fecal pellets of heterotrophs including protozoa
[Smith and Nelson, 1986; Bodungen et al., 1986; Fischer et [Nothig and Bodungen, 1989; Buck et al., 1990] and meta-
al., 1988]. zoa, including krill [Wefer et al., 1988], contribute sub-

stantially to particulate carbon flux from surface waters of
THE ROLE OF PHAEOCYSTIS IN the Southern Ocean. In contrast to the marked seasonality of

THE MARGINAL ICE EDGE ZONE the sedimentation of primary producers and the feces of
The cosmopolitan alga Phaeocystis pouchetii has two grazers, cast exoskeletons of E. superba are likely to con-

principal stages in its life cycle, free-swimming biflagellate stitute a major year-round flux of particulate organic carbon
unicells and a colonial phase in which cells are embedded in from the euphotic zone to deep water or the sediments
a mucilaginous matrix. Colonial Phaeocystis has been re- [Nicol and Stolp, 1989].
ported from the sea ice and the marginal ice edge zone
where it is frequently one of the most abundant algae UV-ABSORBING COMPGUNDS PRODUCED
blooming in the top few meters of the water column. Phae- BY PHAEOCYSTIS
ocystis %pparently plays a pivotal role in the timing of the We have found t A the mucilage of Phaeocystis colonies
successional sequence of other autotrophs by mediating the themselves as well as substances secreted into them absorb
availability of manganese [Davidson and Marchant, 1987; strongly in the UV region of the spectrum. Axenic cultures
Lubbers et al., 1989]. Also, at least in antarctic waters, this of this alga isolated from Prydz Bay, Antarctica, produce
alga provides substrates for heterotrophs by secretion of a extracellular products that absorb strongly at 323 and 271
large propoit.n of its photoassimilated carbon as particulate nm [Marchant et al., 1991]. Absorbance at 271 nm is un-
and dissol,,ed organic matter [Davidson and Marchant, likely to provide protection to the alga additional to that
1991]. In addio"ion, Phaeocystis is reportedly the principal conferred by the attenuation of water [Smith and Baker,
producer of dimethyl sulfide (DMS) in antarctic waters 1979]. The motile cells of Phaeocystis from Antarctica lack
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arctic coastal waters [Davidson and Marchant, 1991]. At
Figure 1. Concentration of 323 mun absorbing pigment per such concentrations the absorbance in the water column at
chlorophyll a from various isolates of Phaeocysis. E.A.C. = East
Australian Cuzrrt. 323 nm would be about 80% m-' compared with 14% m-1 in

clear water [Jerlov, 1950] and is thus likely to mitigate UV
exposure to co-occurring organisms.

these UV-absorbing substances. Cultures of colonial cells of The possible ramifications of increased dominance of
Phaeocystis from the East Australian Current, Tasmanian Phaeocystis at the expense of diatoms in the marginal ice
coastal waters, the North Sea and the English Channel pos- edge zone are indicated in Figure 2. Few data are available
sess these compounds but at substantially lower concentra- to indicate the consequences of such a change in species
tions than found in antarctic material (Figure 1). The corn- dominance. If however, as appears to be the case, crustacea
pounds are colorless, water soluble, labile and broken down selectively graze diatoms in preference to Phaeocystis, and
by bacteria, diatoms are of greater food value, then there is the possibil-

These UV-B-absorbing pigments confer a high level of ity that populations of krill and other grazers could be
protection to this alga. Phaeocystis cultures were exposed to nutrient-limited with a consequent diminution of the food
increasing total irradiance using simulated sunlight or in- available to higher trophic levels. Reduced availability of
creasing UV-B inradiance alone while holding PAR andLW-A constant. Antarctic colonial Phaeocyutis survived more relatively nutritious food may reduce the fecundity of
higher irradiances than colonial cells from the Es t grazers [Verity and Smayda, 1989]. Any diminution inAustralian current or motile cells from oatlarctca. while diatom growth is likely to reduce vertical carbon flux. In ad-PAu ystri haan curr e fferotive UV-Bs prom tective screen, dition to the reduced flux of feces and molts of grazers thatPhaeocystis has an effective UV-B protective screen, p ee it m h r ol ead c ei h l xo i
diatom species apparently differ in their level of UV-B prefer diatoms there would be a decline in the flux of di-
screening. Some diatoms apparently lack UV-B-absorbing atoms themselves. The high concentrations of slow-sinking
compounds [Yentsch and Yentsch, 1982]. In those species POC and DOC produced by Phaeocystis provide substrates
that do produce these compounds, their concentration is for bacteria and microheterotrophs in surface waters. Res-
much lower than that found in Phaeocystis [J. Raymond, piration by these organisms is likely to result in higher con-
personal communication; A. Davidson, unpublished data]. centrations of CO2 in the photic zone. Further, organisms of
Thus growth of the colonial stage of Phaeocystis rather than the microbial loop are more likely to produce smaller, slow-
diatoms is likely to be favored under elevated levels of UV- er-sinking particles than the feces and molts of grazers and
B. In Phaeocystis-dominated blooms the colonial cell con- thus constitute a lesser carbon flux than the larger, faster-
centration can be very high, reaching 6 x 100 cells 1-1 in ant- sinking material.
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Relationships Between Whale Hunting, Human Social Organization, and Subsistence
Economies in Coastal Areas of Northwest Alaska during Late Prehistoric Times

R. K. Harritt
U.S. National Park Service, Alaska Region, Anchorage, Alaska, U.S.A.

ABSTRACT
The florescence of Eskimo whaling on northwest Alaskan coasts during Western

Thule times, AD. 1000-1400, was followed by a shift to a more balanced sub-
sistence pattern for human inhabitants of many coastal areas during Kotzebue
Period times, from A.D. 1400-1900. The cause of this shift has been identified as a
change in the migration routes of whales passing through Bering Strait which pre-
sented a circumstance prohibitive to effective whale hunting. Previous inter-
pretations of social organization of the large whaling villages of the earlier portion
of this period have suggested that whale hunting provided a basis for development
of social ranking of village inhabitants with the umealik, or whaling captain, assum-
ing the role of a chief. Concomitant explanations for the later, more diffuse settle-
ment pattern encountered by early European explorers have not been previously
presented. An alternative position presented here is that prehistoric Eskimo soci-
eties retained many egalitarian tenets throughout late prehistoric times. This social
pattern provided flexibility in subsistence economies with nuclear families as the
basic unit transferable from one permanent village to the next, and as a segment of
society capable of effectively exploiting sparsely distributed seasonal resourcesaft
this interpretation, social status can be construed as a seasonal phenomenoW in
which authority or rank was vested in an individual who had demonstrated special
skills and abilities in organizing and carrying out successful huntr, and other food
procurement expeditions. This status was relinquished as seasonal requi~r-Aents for
food acquisition changed.

INTRODUCTION THE PREHISTORY OF WHALING
Differing interpretations of social and subsistence aspects The earliest evidence of a substantial focus on whaling

of whaling by prehistoric and historic native inhabitants of was found in Okvik/Old Bering sea components at the
northwest Alaskan coa-s have been presented over the past Ekven site on East Cape, Siberia, dating to the beginning of
30 years. Here I present an alternative interpretation to one the first millennium A.D. [Ackerman, 1984:108-109;
of these; a position taken by Sheehan [1985], who suggests Krupnik et al., 1983:559; Stanford, 1976:91-92]. A second
that social ranking developed in late prehistoric and early development of whaling techniques began by A.D. 500,
historic Eskimo whaling villages. Sheehan argues that an when technology necessary for hunting large whales, includ-
abundance of food provided by whale harvesting enabled ing toggling harpoon heads, drag floats and umiaks, were
influential individuals who were good whale hunters to obtained by the human inhabitants of Bering Strait
obtain and keep authority over less accomplished indi- [Bockstoce, 1979:93-95]. Evidence of this development
viduals within a village. Before discussing specific aspects appears on Siberian shores by the time of the P-nuk tradi-
of Sheehan's [1985] argument and my own, it is important tion, sometime around A.D. 600 [Larsen and Rainey,
to place Eskimo whaling in archaeological and historical 1948:37-39; Collins, 1964:94; Stanford, 1976:112-114;
context. Bockstoce, 1979:86-88; Ackerman, 1984:108-109;
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head whales; distribution of beluga whales is shown as well.

Anderson, 1986:110-111; Dumond 1987:124, 128--133]. By Alaska, the initial development of the large whaling settle-
A.D. 800-1500, the Punuk aspect of Western Thule culture merit ranges from roughly A.D. 1000-1400 [Anderson,
had developed an intense focus on whaling, reflected in 1986]. Development of whaling villages at Cape Espenberg
large numnbers of huge whale bones at Punuk sites on the alf,• Cape Krusenstern occurred after A.D. 1000, but whal-
coast of Chukotka and islands to the east [Ackerman, ing at these sites ceased around A.D. 1400 [loe cit.]. Some
1984:110-113; Dumond, 1987:128-131; Krupnik, 1987: few new ones were established in later times, at locations
18). Boekstoee [1979:94] notes that the ability to hunt large such as Icy Cape and Kivalina [Anderson, 1986:323]. Kiva-
whales was developed by inhabitants of St. Lawrence Island lina is a good example of a recently adopted whale har-
10200 years before it developed on Alaskan sbores. He fur- vesting site. Villages such as Wales, and Point Barrow were
ther points out that although an effective technology for established in prehistoric times and persist to present day
whale hunting existed on Alaskan shores by around A.D. [Anderson, 1984:92, 1986:323].
500, large whaling settlements did not develop until the Archaeological analysis of prehistoric whaling settle-
advent of the Western Thule culture, dating to as early as merits, such as those at Cape Espenberg and Cape Kru-
A.D. 900. Therefore, although the means for harvesting senstem, can provide insight into the nature of changing
large whales was developed and utilizedl by Punuk groups in cultural patterns over long periods of time. In following this
Bering Sarait by A.D. 600, the largely Wontempor.,meous Bir- masoning, the present discussion follows Anderson's [1986]
n'rk inhabitants of Alaskan shores did not develop a focus recent interpretation of late prehistori-. subsistence foci in
on whaling [Boekstoce, 1979]. Changes that occurred on the the Kotzebue Sound area because it describes a prehistoric
coasts of northawest Alaska after A.D. 10W0 include flo- case of florescence and cessation of whaling.
rescence of large whaling villages, such as those located at Anderson's interpretation [1986:323] describes two bas~c
Wales, Cape Espenberg, Cape Krusenstem, Point Hope and patterns, represented by the Western Thule tradition, dated
Point Barrow (Utlkavik and Nuwuk) [Anderson, 1986:91- from A.D. 10or9-1400 and fihe Kotzebue Period tradition,
92; Dumond, 1987:128--139; Harritt, 1989]. In northwest dated from A.D. 1400-1900. Remair-is of the Western T'hule

402



traditi i at Cape Krusenstern reflect the importance of Integration. Perhaps the most basic assumption under-
whaling to this culture, with regard to settlement groupings lying the argument for ranking is that a degree of integration
[Giddings, 1967:98; Anderson, 1986:70-71, 91-92]. The existed above the level of the local or extended family.
advent of the Kotzebue Period may be related to shifts in Sheehan [1985:147-1491 suggests that the whaling complex
prevailing wind direction and currents, sometime around served as an organizing focus centered around the umealik,
A.D. 1400 [Anderson, 1986:323-324]. This environmental who attempted to recruit the best hunters for the crew of his
change apparently resulted in shifts in whale migration umiak. This was a circumstance in which familial relations
routes and ocean currents. This circumstance presented could be established with individuals with no actual affinal
human hunters with difficult access to migrating whales, or consanguineous ties to the umealik. Such relationships
and resulted in the loss of opportunities for harvesting comprised sharing partnerships and established connections
[Anderson, 1986:110-111]. Kotzebue Period inhabitants of between coastal and interior groups, to the mutual benefit of
the coast then turned to a more diverw approach to sub- both with regard to exchange of goods 9oc cit.]. However,
sistence, one in which seasonal transhumancy across a tribal in an alternative view, Burch [1980] suggests that umiak
territory reflected variable distributions of resources within crews were made up primarily of members of a single fam-
a region. ily. Burch [1980:266] and Spencer [1984:331] both point

out that political integration was based on kinship, primarily
SOCIAL INTEGRATION those of consanguineous relationships, while relatives of

It is important to point out that general agreement exists either spouse were treated in a less preferential manner.
among researchers on the importance of the nuclear family In further support of his position, Burch suggests that a
in subsistence pursuits and socio-political organization. large traditional whaling village was made up of more than
There is also some agreement, at least, on the importance of one local family whose afm'ral and consanguineous mem-
the extended family in these respects [Burch, 1980; Ray, bership may include as many as 50 to 100 individuals
1983:151,160-161; Spencer, 1984:331]. On this basis, it [Burch, 1980:262-263; also, Spencer 1959:65--66]. Family
seems reasonable to accept Burch's [1980:266] inter- groups organized themselves spatially in clusters or family
pretation of traditional Eskimo society as being comprised "compounds" within the village, an arrangement in which a
of local family segments. However, there is ongoing debate family maintained a degree of social distance as well as spa-
about the existence and nature of tribes which, although not tial separation from other families [loc cit.]. The social divi-
crucial to this discussion, present questions about social sions between compounds were nearly on the order of
integration above the level of the family [loc cit.]. divisiorns between tribes, with respect to perceptions of ter-

These areas of disagreement can be briefly described as ritoriality [Burch 1980:.266].
two extreme positions, derived from interpretations by Ray Population size. Sheehan [1985:124] suggests that human
[1975:105-106, 1983:150-151], Burch [1980:279-282], populations increased in size after the advent of whaling and
Sheehan [1985] and Spencer [1959, 19841. Ray, Burch, and because of it, rather than prior to the time of its develop-
Sheehan present arguments for the existence of formal tribes menL This differs from Bockstoce's [1979] interpretation,
or societies. Burch is rather broad in his interpretation of mentioned previously. Bockstoce suggests that relatively
tribes, suggesting that tribal territories changed and that the large numbers of hunters were necessary to effectively
tribes themselves may have disappeared or been reorganized implement whaling techniques developed in Bering Strait,
through time, in response to changing ecological conditions. some 1000 years before intensive whaling appeared on
In contrast, Spencer [1984:324] states flatly that the term Alaskan shores. Furthermore, it can generally be said that
"...'tribe' has little or no validity, but rather that group names population sizes in almost all areas of Alaska increased from
depend on local provenience within (native) territorial def- the earliest to latest prehistoric time.--this general trend
initions...." Spencer [loc cit.] goes further to emphasize that most likely resulted from increasingly effective methods of
the membership of a group shifted through time, and might exploiting available resources. It proceeded through late pre-
at any point be made tip of individuals who came from a historic times, both prior to and following the florescence of
number of different places. whaling [cf. Bockstoce, 1979:94-95; Dumond 1987:147-

149]. By the time of initial European contact in the early
THE PROBLEM OF RANKING nineteenth century, the populations of existing whaling vil-

IN WHALING GROUPS lages were 500 at Wales, 400 at Point Hope, and 300 at Bar-
It is difficult to accept Sheehan's [1985] interpretation of row [Oswalt 1967:90-99; Ray, 1975]. These settlements

social ranking in whaling groups without reservations represent the large groupings necessary for traditional
because of the preceding problems. Although Burch whaling.
[1980:264-266] also suggests that ranking was present in Redistribution of resources. Sheehan [1985:131-133]
such groups, he indicates that there were factors that mil- suggests that the redistribution of whaling products was a
itated against social integration, such as a tendency for divi- major source of the political power held by the umealik. He
siveness between local families within a village becaue ot [loc cit.] further suggests that this redistribution network
territoriality. A number of points could be made that counter "...involved the entire settlement and its outlying areas." In
the positions of Sheehan and Burch for ranking. But, here I this interpretation, redistribution followed the composition
will discuss only those areas that are most problematic in of the crew--cross-cutting several families--rather than
resolving the issue. These are: social integration, the rela- being confined to a single local family. This view varies
tionship of population size to whaling, redistribution of with that of Burch [1980] and Spencer [1959:64-65] in
resources, and a tendency of Eskimo groups to fission dur- which the extended family is principal sphere in which
ing periods of subsistence stress. redistribution takes place. Burch [1980:268] goes so far as
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to indicate that upon receiving his share of a whale, an unre- DISCUSSION AND SUMMARY
lated hunter would then subdivide this in his family's redis- Although the argument for ranking cannot be discounted,
tribution system. Given the various interpretations of it is apparent that more conclusive evidence of its existence
redistribution, the more conservative one would be Burch's is needed. It is likely that opportunities for its development
position, in which the whale is divided among the family of occurred sometime over the several centuries that Wales and
the umealik first, and then among crew-members outside the Point Barrow were occupied. However, although circum-
umealik's family. This arrangement would accommodate stances of long-term occupation withow e althobundance of
distant relatives and formal sharing partners as well. In this resources are evident in northwest Alaska in these two
interpretation, goods flow through a familial sharing system cases, it is curious that the social organizations of Wales and
instead of directly from the umealik, Barrow did not evolve into forms which set them clearly

Fissioning tendencies of Eskimo groups. The economic
basis for ranking suggested by Sheehan [1985:131-136] apart from those of the inhabitants of less productive loca-
rests on an umealik's ability to control products of whaling tions. The potential would be high for such a development,
over a long term. However, Burch [1980:265-266] suggests if the processes described by Sheehan were operating over
that even an "unusually gifted urnealik" could not maintain the course of several generations of umealiks in either of
organization of a large local family over more than one or these villages. But the archeological record shows no evi-
two years in a diminished resource crisis. He further indi- dence of such developments. Instead, it reflects cases such
cates that the family unit would fission at these times, dis- as Cape Espenberg and Cape Krusenstern where the West-
persing in small family groups [1980:274]. It is evident that em Thule remains of whale hunters are succeeded by those
this tendency was in operation from Western Thule times who pursued more diverse subsistence patterns.
through the Kotzebue Period, as well [cf. Anderson, 1986]. The more rudimentary social organization, represented by
As Anderson [1986:113] notes, the basic shift in human dis- the local family segment, was the most basic division which
tributions around Kotzebue Sound was from concentrations would be viable under the most stressful environmental con-
in large coastal settlements to small isolated settlements. ditions. Large aggregates such as whaling -illages can be
Burch's [1980-.2631 suggestion that most of the small vil- viewed as task groups which formed temporarily to accom-
lages encountered by European explorers were single family plish large tasks, such as whale harvesting, more effectively
settlements supports Anderson's interpretation. The ten- than could single segments. These cultural tenets are at the
dency of Eskimo groups to fission is a social mechanism core of the egalitarian society but they also form the basis
that would militate periods of environmental stress by for development of ranked society [cf. Fried, 1960]. With
reducing numbers of humans within a given area, and dis-
tribute human exploitation of resources more evenly across respect to traditional Eskimo socio-political organization,
a region. The splitting up of village inhabitants militates .hey were very likely at the threshold of a transformation. If
against formal ranking in a village, beyond any that is militating factors had been overcome, the transformation
present in each segment, or extended family. would no doubt have been achieved.

CITATIONS

Ackerman, R., Prehistory of the Asian Eskimo Zone. In Fried, M., On the evolution of social stratification and the
Arctic. D. Damas, ed., Handbook of North American Stats,, in Culture in History, edited by S. Diamond, pp.
Indians, Vol. 5, W. Sturtevant, gen. ed., pp. 106-118, 713-731, Columbia University Press, New York, 1960.
Smithsonian Institution, Washington, DC, 1984. Giddings, J., Ancient Men of the Arctic, Alfred A. Knopf,

Anderson, D., Prehistory of North Alaska. In Arctic. D. New York, 1967.
Damas, ed., Handbook of North American Indians, Vol. Harritt, R., Recent archaeology in Bering Land Bridge
5, W. Sturtevant, gen. ed., pp. 80-93, Smithsonian Insti- National Preserve: The 1988 season at Cape Espenberg,
tution, Washington, DC, 1984. paper presented at 16th Annual Meeting of the Alaska

Anderson, D., Beachridge archeology of Cape Krusenstern, Anthropological Association, Anchorage, March, 1989.
National Park Service Publications in Archeology 20, pp. Krupnik, I., The bowhead vs. the gray whale in Chukotkan
311-Z25, U.S. Department of the Interior, Washington, aboriginal whaling, Arctic, 40, 16-32, 1987.
DC, 1986. Krupnik, I., L. Bogoslovskaya, and L. Botrogov, Gray whal-

Bockstoce, J., The archaeology of Cape Nome, Alaska, Uni- ing off the Chukotka Peninsula: Past and present status,
versity of Pennsylvania, Museum Monograph 38, The Report of the International Whaling Commission, 33,
University Museum, Philadelphia, 1979. 1983.

Burch, E., Traditional Eskimo societies in northwest Alaska, Larsen, H., and F. Rainey, Ipiutak and the Arctic whale
in Alaska Native Culture and History, edited by Y. hunting culture, Anthropological Papers of the American
Kotani and W. Workman, Senri Ethnological Studies 4, Museum of Natural History, 42, New York, 1948.
pp. 253-304, National Museum of Ethnology, Osaka, Oswalt, W., Alaskan Eskimos, Chandler Publishing Com-
1980. pany, San Francisco, 1967.

Collins, H., The Arctic and Subarctic, in Prehistoric Man in Ray, D., The Eskimos of Bering Strait, 1650-1898, Uni-
the New World, edited by J. D. Jennings and E. Norbeck, versity of Washington Press, Seattle, 1975.
pp. 85-114, University of Chicago Press, Chicago, 1964. Ray, D., Ethnohistory in the Arctic: The Bering Strait

Dumond, D., The Eskimos and Aleuts, Revised Edition, Eskimo, edited by R. A. Pierce, The Limestone Press,
Thames and Hudson, London, 1987. Kingston, Canada, 1983.

404



Sheehan, G., Whaling as an organizing focus in north- Spencer, R., North Alaska Coast Eskimo. In Arctic. D.
western Alaskan Eskimo society, in Prehistoric Hunter- Damas, ed. Handbook of North American Indians, Vol. 5.
Gatherers: The Emergence of Cultural Complexity, W. Sturtevant, gen. cd., pp. 320-337, Smithsonian Insti-
edited by T. Price and J. Brown, pp. 123-154, Academic tution, Washington, DC, 1984.
Press, New York, 1985. Stanford, D., The Walakpa Site, Alaska: Its place in the Bir-

Spencer, R., The North Alaskan Eskimo: A study in ecology nirk and Thule cultures, Smithsonian Contributions to
and society, Bureau of American Ethnol6gy Bulletin 171, Anthropology, No. 20, Smithsonian Institution Press,
Washington, DC, 1959. Washington, DC, 1976.

405



AD-P007 317,_II11111111 li111111111U1111 11111il1111111111il
SThe Effect of Climatic Change on Farming and Soil ErosionN in Southern Greenland During the Last Thousand Years

___ Bjarne Holm Jakobsen
Institute of Geography, University of Copenhagen, Copenhagen, Denmark

ABSTRACT
Soil studies in low-arctic South Greenland often reveal polysequence soil pro-

files. The study of these soils, dating of fossil surface horizons, study of land use,
and use of paleoclimatic information from studies of ice cores show a complex
interplay between climatic change, soil erosion and agricultural land use.

Two periods of agricultural land use are known in Greenland. From A.D. 985 to
about 1450 Norsemen settled in Greenland, and about 1915 modem sheep breeding
started in southern Greenland.

The Norsemen deserted the area in late 1400, and no exact knowledge exists
about their fate. But soil profiles and large erosion areas of desolation tell us about
their problems. Climatic fluctuations, soil erodibility factors and insufficient man-
agement response on environmental feedbacks probably caused the termination of
the Norse era.

The expanding modem sheep breeding industry is facing the same problems as
the Norsemen did. In spite of agricultural research and large investments in winter
fodder production, stables and infrastructure, it seems difficult to practice a bal-
anced land use as regards carrying capacity. Soil erosion accelerates, and the dev-
astation of a unique landscape will be the cons quence, if the really limiting factors
for agricultural land use are not recognized. r

INTRODUCTION GEOGRAPHICAL CONDITIONS
In the two periods of agricultural land use in Greenland, The study area covers the ice-free landscape from the

the basis has been grazing of the natural vegetation. In Davis Strait coast, through areas traversed by deep fjords, to
South Greenland luxuriant vegetation covers large areas in the present margins of the Inland Ice (ca. 5000 kin2).
the inner parts of the fjord landscape. During the late 1970s The low-arctic climate shows a trend from an oceanic
and early 1980s it was planned to intensify the sheep breed- para-arctic type in the outer coast areas to a more con-
ing industry in these areas. At that time The Home Rule of tinental paraboreal type in the inner regions. The low sum-
Greenland and The Ministry of Greenland initiated inter- mer temperatures of 5-70C, and foggy and moist conditic is
Greeiplnland adies th ae M stry oGre en tala iin the areas close to the Davis Strait are mainly due to tuedisciplinary studies to evaluate the environmental impact of icedrift from the Polar Sea with the East Greenland current
this change in land use. Special emphasis was laid on effects around Kap Farvel. Summer temperatures increase to about
on soils and vegetation. 10°C at the heads of the fjords, and the yearly precipitation

The study of soil profiles gave information on periods of here decreases to about 600 mm, whereas outer coast areas
serious soil erosion. The evaluation of consequences for the show an average of about 900 mm.
landscape caused by present-day changes in land use, there- The climatic trend is the main factor for the vegetational
fore, also includes an evaluation of which role substantiated zonation. Dwarf shrub heath, rich in mosses and lichens,
climatic fluctuations during the Holocene played in relation covers the peninsulas and islands of the skerries landscape.
to soil erosion. Going east the vegetation changes, and in the continental

406



Hor. Depth Texture %C pH CEC %B.S. Fe Al Si

Ah 0-5 Silt loam 9.8 5.6 36.3 32 3.0 0.9 0.1
E 5-12 Silt loam 3.3 5.0 17.9 19 3.2 1.0 0.1
Bsl 12-28 Sandy loam 1.3 4.5 22.4 7 9.7 2.7 0.2
Bs2 28-45 Sandy loam 1.0 4.8 12.2 6 2.7 3.0 0.3
C 45- Loamy sand 0.4 5.3 5.8 9 1.4 1.9 0.4

Table 1. Textural and chemical characteristics for the dominating soil in the area. Soil horizon (Hor.) depth is in cm, pH values are measured
in a 0.01 M CaCl2 suspension, cation exchange capacity (CEC) is in mecq100 g and acid oxalate extractable Fe, Al and Si values are in per
thousand by weight.

regions with warmer summer periods subarctic types take In addition to these long-term climatic changes, the cli-
over. Subarctic birch forest and copses of willow are here mate varies markedly on a short term. These variations,
interspersed with birch heath and open grassland corn- especially length and warmth of the growing season and the
munities. Fens and bog areas are found around lakes and soil water balance, have an immediate biological effect as
along streams, they influence plant production. Figure 1 shows the seasonal

The climatic and vegetational ,onation is clearly reflected variations in precipitation and temperature (1961-1989).
in the geography of soils. Generally, the zonal soil type During the growing season, the soil water balance is pri-
changes from a strongly leached, very acid Podzol type in marly influenced by the frequency of strong, dry foehn
the outer coast area to a moderately leached, weakly podzol- winds from the Ice Cap.
ized Brown Soil type in the warmer and more dry con- Daily potential evapotranspiration of up to 15 mm has
tinental areas. In Table 1, data are presented from a been measured in foehn situations and confirmed by meas-
characteristic soil. The distribution of Fe, Al, Si and CEC uring the rate of soil water loss. In Figure 2 variations in soil
values in this moderately acid soil shows a translocation of water balance are illustrated for the period 1985-1989. As
Al-Fe-Silicate material into Podzol B horizons, probably most soils have a soil water storage of 75-100 mm at field
mostly induced by inorganic processes [Jakobsen, 1989]. A capacity, it is evident that the water supply in some years is
very important characteristic is the two-sequential parent a limiting factor for plant production.
material. Generally, soils develop on coarse-textured tills or Based on NOAA-AVHRR satellite data, the calculation,
glaciofluvial materials, both covered by a mantle of late- of Normalized Difference Vegetation Indices (NDVI) has
glacial loess, whose thickness at different positions in the been used for monitoring the biomass production [Hansen,
landscape generally varies from 5 to 40 cm. Therefore, the 1991]. Using the integrated NDVI (iNDVI) as an estimator
nutrient-rich and biologically active part of the soil is mostly of the total biomass production during the growing season,
developed in loess material, calculations for the period 1985-1989-for a test area-

show values of 1160, 910, 1080, 960 and 1050 kg ha-l (dry
CLIMATIC FLUCTUATIONS biomass), respectively. Based on results from this five-year

Oxygen isotope analyses of ice cores from the Greenland period, warm summers generally give the highest plant pro-
ice sheet reveal a general climatic record of the past. The duction. Also the length of the growing season influences
record shows medium-frequent climatic changes during the positively the total biomass production. Even though the
Holocene and confirms various kinds of historical informa- vegetation in some areas suffers from water stress, the
tion on a relatively warm mediaeval period followed by a warmth and length of the growing season (amount of
cold period, "The Little Ice Age." degree-days) is prr.sumably the most important factor for the

total, annual plan. production.

NARSSARSSUAQ FARMING AND SOIL EROSION
1-2 -6-W 1 Farming was introduced for the first time in the history of

Greenland when Norsemen around A.D. 985 settled in
bo0 southern Greenland. They arrived at the end of a very favor-

E -106 able climatic period, and settled mainly in the interior, with
* its luxuriant vegetation and warm summers._o n V The Norsemen were farmers first of all, even though they

supplemented the daily fare by hunting seal, fish and cari-
-400 bou. The agricultural system was based on sheep and cattle0 ograzing the natural vegetation. During winter periods, stall-

200 feeding of the cattle was necessary. Mainly hay from
fenced, manured and irrigated homefields was used as feed.

0 62 64 GO S7O 70 72 74 TO 78 02 82 88 " The clearing of copses and woods by fire and axes and the
VnTM AA--.-M- ,*W.7U grazing of the natural vegetation caused a dramatic change

- W 844&& of the landscape. Paleobotanical investigations by studies of
pollen in accumulated organic-rich deposits [Fredskild,

Figure 1. Variations in precipitation, mean annual temperature and 1978] indicate a marked change from a landscape character-
mean temperature of the growing season for the period 1961-1989. ized by woods and copses interspersed with grassland to
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open-ground landscapes followed by a reflourishing of
plants from the pioneer vegetation.

10 APR I MAY I JUNE I JUU I AUG I SEPT 1985 What factors caused the extinction of the Norsemen in
40. m. PRECIPITATION the 15th century? Did a climatic cooling and the probable,
20 resulting decrease in biomass production trigger a collapse

0 i, of the Norse agrcultural community? In this paper results
20 mm ,•M.TU EVAPOTRANSPIRATION " - from the study of soil profiles in the area are used to elu-
10 cidate part of the complex interaction.

Soil profiles can be divided into four groups, each show-
100 mm SOILWATER MAGASIN ing a characteristic sequence of soil horizons (Figure 3). In

-,ddition to these soils large erosion areas are seen in the val-
Sleys in the continental interior (Figure 4). The four soil pro-

aO~ I ju I Am I srr 11986 file groups have the following characteristics: Type 1, which
40. PRECPIATON is not notably affected by erosion/deposition features, is not

20 very common in the area. It shows a distinct Podzol mor-

1 phology developed in till/glaciofluvial material covered by

20 - • L " .. .....4 Lite-glacial loess. Type 2 is no rmally found in the open
101 1 -o -A L vA6A• 1_NROJ I landscape at some distance from Norse settlement sites. It
-1 - shows a Podzol type 1 covered by loess and sandloess. The

O I WATER , MAASIN thickness--which spans from about 5 cm to over 1 mi-and
the mean grain size of this younger windblown material

18 generally decrease from the the continental interior to the
10•: -, -a ,, ST M1987M skerries. Type 3 is found in homefield areas from the Norse

so0mm PRECIPITATIO, period. In principle, it shows a similar morphology as type
2. But in contrast to this, charcoal fragments are observed in

60 the younger aeolian material. In all type 3 soils studied,
40 charcoal fragments were found from the A horizons of the
20 'buried Podzols and upwards. The upper part of the younger

=o jloess deposit was normally free of charcoal fragments (Fig-0 ure 5). Type 4 represents a soil where deposits covering the
20.mm POTENTIAL EVAPOTNSPIRATION Podzol also include layers of fluvial material. Furthermore,

S _ O I there is at some sites observed a second fossil humus-rich A0 SOIL WATER MAGASIN

0oo0 MM = horizon and a distinct Podzol morphology in the younger
aeolian material. Charcoal fragments are confined to the
lower part of the younger windblown material, down to the

0AP I MAY 1 JUNE I JULY AUG . 1988 A horizon of the deepest-lying PodzoL
30oMM PRECIPITATION Nine 4C-dwtings were carried out of larger charcoal frag-
201 ments from type 3 and 4 profiles. All four datings of char-
0 ,_ LI,. j ., IJi, coal fragments from the A horizon of the buried Podzols
01 gave dates at the very beginning of the Norse era. Two dat-

20]mm POTENTIA, EVAPOTRANSPIRATON I ings from distinct charcoal layers in the middle of the char-
0 . .. ......... L .. t I coal-containing aeolian material gave ages of about AD.

1150 and 1225. Three datings of the uppermost charccal
10:1 fragments found in soil profiles gave ages of about 1300,

SOIL WATER MAGASIN 1350 and 1375, respectively.
o- M JN JY A These results indicate that apart from the late-glacial
0 m PRECIPITATION 1989 period, no erosion and deposition by wind of any impor-

tance occurred prior to the Norse era; soil formation until
then took place on generally stable landscape surfaces in

spite of medium-frequent climatic changes during the Hol-
ocene. The consequent occurrence of charcoal in the A hod-

20 zons of the buried Podzols in all studied type 3 and type 4

0 profiles as well as the substantiated, extensive soil erosion
POTENTIAL EVAPOTRANSPIRATION less than 150 years after landnam indicate a very con-

Figure I cenuated settlement period and the appearance of soil e-
100 sion early in the Norse, era.
•oo[,•-. • • • •The soil horizon sequence of type 4 profiles indicates a

SOIL WATER MAGASIN decrease in soil erosion and a stabilization of landscape sur-0 faces. This fossil, stable land surface shows a distinct Pod-
zol. In consideration of the intensity of soil-forming

Figure 2. Variations in precipitation, potentizi evapotranspiration processes in a moderately humid subarctic environment, this
and soil water storage in the growing season for the period 1985- stabilization occurred shortly after the Norse era. A marked
1989. recovering of the vegetation and a stabilization of large ero-
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Figure 3. Characteristic soil profiles from southern Greenland.
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Figure 4. Erosion border and deflation plain in a valley in the continental interior of southern Greenland.
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the influence of long-term climatic changes can be properly
analyzed.

During the Norse era the favorable continental interior
was presumably densely settled after a few generations. Due
to catastrophic years as regards the climate-especially high
foehn activity-grazing beyond doubt broke the vegetation
cover at exposed sites. Notwithstanding a climatic cooling
or warming, it would probably have been impossible to
achieve an ecological equilibrium as regards carrying capac-
ity if extensive grazing of the natural vegetation was intro-
duced in this marginal area. Therefore, in this case, the basic
ecosystem, characterized by its geographical conditions,
such as soils, erodibility factors, short-term climatic fluctua-
tions and catastrophic events, directly determines the suc-
cess of a specific land use system, much more than the
influence of medium-frequent climatic changes.

Undoubtedly, the climatic cooling at the beginning of
"The Little Ice Age" around 1300 worsened the problems
for the Norsemen and accelerated the final collapse of their
isolated community. They had to face somewhat shorter
growing seasons, higher needs for yielding winter fodder,
and a more isolated position as sailing probably was
impeded by increased ice drift along the coast. Instability
and tensions have also accentuated the general stress upon
the community, especially when the centers for wealth and
political power at the most favorable inland sites expe-
rienced the consequences of soil erosion.

In the main, modern sheep breeding practices the same
Figure S. A soil profile, type 3 (Figure 3). land use system as the Norsemen and will therefore expe-

rience similar problems. Major parts of the South Greenland
sion areas thus took place in "The Little Ice Age," in spite of landscape will be further devastated. The apparently luxur-
unfavorable climatic conditions. A renewed acceleration of iant vegetation and high, estimated grazing potential divert
soil erosion is seen at several sites, revealed by the cover of attention from the really limiting factors. Severe and spread-
sandloess on land surfaces probably stable in the period ing soil erosion will occur a long time before the limit will
A.D. 1600-1900 (II A in profile 4 in Figure 3). Recent stud- be reached for grazing the potential vegetation resources.
ies of pollen and windblown material in lake sediments This conclusion is important for the agricultural man-
[Fredskild, personal communication] support the assump- agement today. A balanced land use cannot be obtained by
tion of a reestablished ecosystem balance following the adjusting the number of sheep primarily to vegetation poten-
Norse era, and renewed accelerated soil erosion within the tials. A recognition of the true Achilles' heel of the eco-
present century. system requires a land use practice with very low grazing

The second period of agricultural land use started about intensity and the protection of exposed areas. At the same
1915. In most of the century more than 50,000 sheep have time there exists political and economical pressure to
been grazing mainly in the areas densely settled during the expand the sheep breeding industry. Unfortunately, this con-
Norse era. This extensive modem sheep-breeding developed flict has a universal character.
in a period with warmer and favorable climate. The estima-
tion of present grazing resources [Thorsteinsson, 1983] indi- REFERENCES
cates sufficient summer grazing for at least 100,000 sheep. Fredskild, B., Paleobotanical investigations of some peat
In spite of these favorable conditions, renewed extensive deposits of Norse age at Qagssiarssuk, South Greenland,
soil erosion characterizes the area today. Meddelelser om Gronland, 204, 1-41, 1978.

Fredskild, B. Personal communications. Gronlands Bot-
CONCLUSIONS aniske Undersogelser. Botanical Museum, University of

Beyond doubt, climatic fluctuations will reduce or Copenhagen, Gothersgade 130, DKI 123 Copenhagen K.
increase the yearly biomass production and have an influ- Hansen, B. U., Monitoring natural vegetation in southern
ence on the subarctic forest. Studies of annual biomass pro- Greenland using NOAA AHVRR anti field measure-
duction (1985-1989) indicate variations up to 25%. But ments, Arctic, 1991, In press.
fluctuations in biomass production of this magnitude are Jakobsen, B. H., Evidence for translocations into the B hori-
hardly in themselves crucial for the success of the applied zon of a subarctic Podzol in Greenland, Geoderma, 45,
agricultural land use system. The soil characteristics empha- 317, 1989.
size the importance of understanding the impact of agri- Thorsteinsson, I., Undersogelser af de naturlige grmsgange i
culture--in this case based on extensive grazing--on the Syd-Gronland 1977-1981. Landbrugets Forsknings-
ecological balance of this marginal subarctic environment institut, Island. Forsogsstationen Upernaviarssuk, Green-
with its characteristic, short-term climatic variations, before land, 1983.
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Climate and Landscape Perestroykas

S. A. Zimov and V. L Chuprynin
Pacific Institute of Geography, Far East Branch of the U.SS.R. Academy of Science, Vladivostok, USSR.

ABSTRACT
Northern moss-lichen wood communities are becoming degraded progressively

in many regions. That is why the question of their substitution to grass com-
munities, ones less sensitive to mechanical and chemical loads, is widely discussed.
The problem of landscape reorganization in Northeast Asia is interesting in this
connection. Today, territories are over-moist and low productivity moss-ichen
covers are distributed everywhere. But, a rich pasture ecosystem existed here in the
Late Pleistocene. Many people relate the phenomenon of arid climate mammo#_h
steppes and their destruction to replacement by humid conditions in the Holocene.
But in Northeast Asia the climate is ard even now, since the radiation index of dry-
ness is more than 1 and even reaches 3. In Lower Kolyma, grasses can evaporate 2-
3 times annual rates of precipitation (4-6 times more than mosses and lichens evap-
orate). A mathematic model describing relations between various competitive plant
communities depending on climate and activity of erosive-accumulative processes,
pasture loads and C02 concentration is proposed. It is shown that the influence of
these factors is more significant than that of climate alone. Maps of northern hemi-
sphere plants in the Pleistocene are calculated, as well as maps forecasting plant
distributions arising from future climatic and C02 changes. The possibilities of arid-
ficial regeneration of high-productivity pasture ecosystems are considered.
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Trajectory Analysis of the Atmospheric Carbon Dioxide
Bimodal Distribution in the Arctic

Kaz Higuchi and Neil B. A. Trivett
RAGS Research Section, Atmosphedc Environment Service, Downsview, Ontario, Canada

ABSTRACT
An examination of detrended atmospheric CO 2 time series from two arctic mon-

itoring stations, Alert and Mould Bay, shows a very prominent seasonal cycle with
a very broad maximum in the winter and a very sharp minimum in the late summer.
The amplitude of the cycle is about 15 to 16 ppmv (parts per million by volume).
This seasonal cycle is a reflection of the metabolic cycle of the land biota in the
northern hemisphere. During the period of broad maximum conct.-. tit. . in wintel,
the time series of CO2 shows, in some years, a bimodal feature ;i1• • .lative min-
imum in late winter.

The bimodal distribution is difficult to explain in terms o; .).) photosynthetic/
respiratory cycle of terrestrial biospheric activities in the middle latitudes, and (2)
anthropogenic activities. In this paper, we will speculate and discuss the bimodal
feature in terms of the evolution of the atmospheric circulation in the Arctic.

INTRODUCTION [1985], and Wong et al. [1984]. At Alert, the samples are
An examination of dettended atmospheric CO2 con- obtained about once per week using evacuated 2-liter flasks.

centration time series from two arctic monitoring stations, At Mould Bay, the samples are normally collected twice per
Alert and Mould Bay, shows a very prominent seaso.,d week using 0.5-liter flasks that are pumped up to a pressure
cycle with a very broad maximum in winter to early spring of 1.5-2 atm.
and a very sharp minimum during the late summer. The Nine years (1980-1988) of atmospheric CO2 measure-
amplitude of the cycle is about 15 to 16 ppmv (parts per mi!- ments from Alert and Mould Bay were chosen and an-
lion by volume). It is believed that this seasonal cycle is a alyzed. To each of the data sets, we applied the following
reflection of the photosynthetic/decay cycle of the land biota steps:
in the northern hemisphere. Composite average of the de- (1) Equally spaced data were obtained by filling gaps in
trended seasonal cycle shows a gradual increase in the C02  data by linear interpolation;
concentration from late November to April, falling very rap- (2) A third-degree polynomial was then fitted to the CO2
idly thereafter. During this period of broad maximum in time series in a least square sense to remove secular trend;
winter, the time series show, in some years at least, a bi- and
modal feature, with a relative minimum in the latter half of (3) A 28-day equally weighted running mean was applied
winter (Figure lab). This type of feature can also be seen in to each of the detrended time series as a smoothing
such chemical species as sulphate. procedure.

In this study, we show some preliminary evidence sug- Figure 1 shows the results of the application of these
gesting that the bimodal distribution can be explained, at steps. There is a great deal of interannual variability in the
least in part, by changes in the winter atmospheric circula- way the CO2 concentration evolves during the winter sea-
tion in the Arctic. son. In particular, in some years there is a relative minimum

lasting about half a month or so during late winter. To ob-
PROCEDURE tain an explanation for this phenomenon, we proceeded to

The CO2 flask sampling programs at Alert and Mould examine the statistical distribution of trajectories arriving at
Bay are described in Higuchi et al. [1987], Komhyer et al. Alert and Mould Bay. This is based on the assumption that
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the bimodal distribution produced by the relative minimum changes and air parcels arrive from other sectors, the con-
in the CO2 concentration is due to a change in the at- centration drops [Higuchi et al., 1987]. Figure 3 shows the
mospheric circulation pattern. 1980-1988 climatological frequency with which the

A 5-day back trajectory analysis was carried out using a trajectories "originate" in Sectors 1 and 2 for each day from
constant acceleration, three-dimensional isobaric trajectory 1 November to 30 April. For both Alert and Mould Bay,
model. Three-dimensional trajectories were calculated for there i6 a drop in the frequency of air parcels arriving from
every day, when possible, from 1 November to 30 April for Sectors 1 and 2 during January and the first half if Feb-
each of the years from 1980 to 1988. Trajectories originated ruary. This corresponds to the time when, in some years, the
from Alert and Mould Bay, starting at the 850 mb level, and CO2 concentration decreases.
at 00 GMT. To perform a specific case study of the proposed

Positions of the 5-day back trajectory "origins" were cat- relationship between the CO2 bimodal distribution and the
egorized into six sectors, each 600 longitude wide (Figure atmospheric circulation change, we chose the winter of
2). The number of times the trajectory "origins" fell within 1980-81. Figure 4 shows normalized frequency for Alert
Sector 1 on November 1 from 1980 to 1987 were obtained and Mould Bay. It appears that during most of January air
and divided by the number of November 1 days for which parcels arriving at the monitoring stations "originated" from
the trajectories were calculated. In this way, a normalized areas other than Sectors 1 and 2. This is consistent with rel-
frequency for November 1 was obtained, giving an atively lower CO2 values measured at the stations during the
indication of probability of a trajectory "origin" falling in same period. Other years with the CO2 bimodal feature dur-
Sector 1 on November 1. The above procedure was repeated ing the winter season are under investigation.
for the remaining days (2 November to 30 April, 1980 to
1988) and for each of the sectors.

RESULTS AND DISCUSSION
The length of the data we used is too short to obtain

conclusive evidence for what we are attempting to show.
However, the following preliminary results do suggest a a
connection between the CO2 bimodal feature and the at- SECTORS 1 2: 0-120 DEG IRLERTI
mospheric circulation pattern.

Sectors I and 2 are considered to be anthropogenic
sources of CO2 for the atmospheric carbon dioxide. Cli-
matologically, air parcels arriving at Alert and Mould Bay
from Sectors 1 and 2 will tend to give higher concentration
values at these stations. When the atmospheric circulation

-jSECTORS I & 2: 0-120 DEG I(OULDI

.. .. .. ... .... . .. ....... ....

Figure 3. Normalized 1980-1988 climatological frequency with
Figure 2. Six sectors into which 5-day back trajectory "origins" are which the 5-day back trajectory "origins" fall within sectors 1 and
categorized. Sectors 1 and 2 are major sources of anthropogenic 2 for (a) Alert, and (b) Mould Bay. Dashed line denotes 5-day run-
C02. ning mean
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CONCLUSION
a Preliminary results of this study suggest that the bimodal

SECTORS I A 2: 0-120 DEG (ALERT) distribution in the winter carbon dioxide concentration in
the Arctic, when it occurs, is due at least partly to a change
in the atmospheric circulation. Relatively low values of CO2

,I concentration are likely to be observed when there is
persistent lack of arrival, on a monthly time scale, of air
parcels from Sectors I and 2, a major regional source of an-
thiwpogenic carbon dioxide in the Arctic.
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Winter CO2 Flux from Ecosystems in Northeast Asia

S. A. Zimov, G. M. Zimova, U. V. Voropaev, Z. V. Voropaeva, S. P. Davydov,
A. I. Davydova, S. F. Prosyannikov, and 0. V. Prosyannikova

North-Eastern Scientific Station of Pacific Institute of Geography, Far East Branch of the U.S.S.R. Academy of Science,
Yakut ASSR, Chersky, Malinovy Yar, U.S.S.R.

ABSTRACT
To provide high concentrations and annual variations of C02 in the atmosphere

at 70ON latitude, the existence of substantial winter sources is required. Winter
activity of microbiota is low, thus a high flux of C02 from ecosystems is hardly to
be expected. To address this contradiction a program of measurements of local CO2
fluxes and CO2 concentrations in soil in the low Kolyma has been initiated. The
environments include maritime tundra territories, taiga, mountains, and lowland.
An original express-method is proposed.

The analysis of materials demonstrates very high spatial and temporal variations
of local fluxes as well as important contributions to local C02 variations produced
by ecosystems in Northeast Asia.
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Peat Accumulation Rates in Arctic Alaska:
Responding to Recent Climatic Change?

D. M. Schell and B. Barnett
Water Research Center, University of Alaska Fairbanks. Fairbanks, Alaska, U.S.A.

ABSTRACT
The accumulation of peat in arctic Alaska has left deposits up to 2 meters in

depth with basal ages of over 12,000 years B.P. The radiocarbon depressions in the
peat serve as natural tracers of peat carbon movement in ecosystem processes.
Many organisms collected from arctic Alaskan lakes and rivers show radiocarbon
and stable isotope compositiens that indicate that peat is being mobilized and acts
as a major energy source to food webs. However, the large inputs of bomb radio-
carbon from weapons testing in the late 1950s and early 1960s should be producing
elevations in radiocarbon content, since decomposition of recent vegetation is pre-
sumed to be the primary source of particulate and dissolved organic matter in
streams. All vegetation produced in the Northern Hemisphere since about 1958 has
elevated radiocarbon concentrations. A net radiocarbon depression in consumers
implies that the export of "old" peat carbon vastly exceeds that released from nor-
mal decay of recently grown plant material. Samples of dissolved organic carbon
from tundra streams now being dated may help ascertain the source of carbon
export.

Upland valley peats show a truncated radiocarbon profile at the top at 1000-
2700 years B.P., indicating that peat accumulation has ceased. Cores from the
coastal plain show that accumulation is still continuing, but decreases in soil carbon
content in upper soil horizons imply slower rates. Peat cores were collected along a
transect parallel to the Beaufort, Coast near Prudhoe Bay and along a coast-to-
foothills transect from Prudhoe Bay to Toolik Lake. Radiocarbon profiles of these
cores are to be dated and should lead tc a better understanding of the role of perma-
frost peatlands in carbon storage.
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ABSTRACT
V JThe process of microbial mineralization was analyzed in soil samples and plant
N 1material, mainly lichens, from the maritime and continental Antarctic (King George

co• • Island and Wilkes Land, resp.) to examine effects of temperature and moisture.
N% Three methods were used: total C02-evolution and biological oxygen demand as a

measure of general metabolic activity, and remineralization of 14C-labeled glucose
(which may serve as a model for dissolved organic matter) as a measure of the
activity of heterotrophic microorganisms. These methods are used as indicators for
different fractions of organic material and microbial populations.

ME A comparison of the results of these methods showed that the portion of respired
material from 14C-labeled glucose may even outcompete the totally metabolized
material. These data differ with respect to the parent material and thus give an indi-
cation of its quality and the actual activity of the bacterial population which is con-
sidered to be mainly responsible for the turnover and mineralization of dissolved
organic matter.

INTRODUCTION tion or parts of the organic matter show different results
Harsh environmental conditions in polar systems lead to with respect to the methods used. Hence different methods

several adaptive strategies at the level of microbial popula- of measuring respiration may show results due to different
tions, such as metabolism at low temperatures, at low sub- populations or processes detected.
strate concentrations, or survival during states of dormancy This approach employs three methods which may be used
[Bailey and Wynn-Williams, 1982; Vincent, 1988; Wynn- to describe different parts of the population as well as differ-
Williams, 1990]. These adaptations are importait for the ent frac*ons of the organic matter
survival of the organisms and the system itself which is gov- -Total C0 2-evolution, a measure of the total actual meta-
emed by short time spans of possible metabolic activity. bolic activity under nearly undisturbed conditions;
The organisms must communicate very effectively by short -Biological oxygen demand, describing aerobic po' -.2a
paths for the exchange of matter and information between metabolic activity under water satu-ation;
producers and consumers. *Remineralization of giutse, describing the potential

This leads to distinct structures of the terrestrial microbial heterotrophic activity of osmotrophic microorganisms,
populations in terms of their close contact between both the mainly bacteria.
individual organisms and their substrates. Howe~er, it These methods give information about the reminer-
reveals problems in estimating the metabolic rates of indi- alization of organic matter in the soil ecosystems with spe-
vidual populations because it is difficult to separate them for cial respect to microbial organisms on lichens.
detailed analyses. Thus, meastrements of overall activity,
such as C0 2-gas exchange, biological oxygen demand, MATERIAL AND METHODS
enzymatic activities, or the use of model substrates have Samples
become important tools for analyzing the metabolic rates for Samples of different soils and lichens were collected in
these systems. Consideration of the specificity of these the vicinity of Casey Station (Wilkes Land, Continental
methods is required, i.e., that individual parts of the popula- Antarctica) and of Arctowski Station (King George Island,
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Samples n LOI POC PCHO MCHO BBM
% % ppm ppm tg C g-1

Casey:

Soil (med) 11 5.0 3.0 248.4 25.6 0.47
(min) 1.6 0.5 56.4 0 0.06
(max) 21.1 7.8 966.6 115.5 1.09

Lichens (med) 4 80.1 25.4 1609 86.8 3.82
(min) 39.4 18.2 0 0 9.04
(max) 94A 41.7 14987 1187 0.33

Arctowski:

Soil (med) 11 20.9 9.7 142.7 84.3 1.94
(min) 3.4 0.8 9.8 12.2 0.63
(max) 40.1 32.3 1337 641.8 11.00

Lichens (med) 18 86.9 33.9 2655 1849 1.52
(min) 11.9 4.5 188 209 15.90
(max) 98.3 43.7 8697 6419 0.51

Table 1. Organic matter and bacterial biomass of soil a2 pies and lichens. Data given arc median vahics (med) and range (max: maximum,
min: minimum). LOI = loss on ignition; POC = particulate organic matter; PCHO = particulate cmbohydrates; MCHO free mono-
carbohydrates; BBM = bacterial biomass.

Maritime Antarctic) during austral summer 1985/86 and
1986/87, respectively. The soil samples (surface horizonts: Sample Type* 50C 150C 250C
depth 0-2 cm) comprise those of barren soils from sites on

fiells, surface samples with dry moss cushions and crustose Cl A 242.0 79.8 37.2
lichens, surface samples with layers of green algae, and C8 B 1011.2 911.0 531.2
samples from meadows with Deschampsia antarctica from C4l C 21.6 22.4 15.5
Arctowski. Lichens are fruticose and crustose. Details of the C17 C 0 0 0
samples are given in Tables 1-2, and Figures 2-3. C B 41.9 23.0 0.8

C25 C 0 61.1 0Methods C28 A 112.9 55.2 60.4
C02-evolution. Measurements of C0 2 -gas exchange were C29 B 78.1 28.9 25.8

performed in temperature-controlled flow chambers. The C30 A 37.9 13.8 9.9
CO2 was measured by an infrared gas analyzer at different
temperatures and moisture conditions. The equipment used Table 2. Glucose mineralization (CO2 production) of the soil sam-
is a modified version of the device described in detail by pies of Casey in r•lation (%) to the data of the CO2 gas exchange
Kappet et al. [19861. for three temperatures. *Type A: sand with dry moss cushion and

crustose lichens; Type B: sand with green layer of algae; Type C:14C-glucose mineralization. U-14C-glucose was used for sand with no apparent organisms (lichens or algae).
measurements of uptake and respiration by using the non-
kinetic approach. Twenty-six nanograns of this substrate
were added to a water suspension (10 g soil/10 ml water)
and incubated in time series. Subsamples were used to determined according to Dawson and Liebezeit [1983). Par-
measure the respired 14CO2 which was trapped in tA- ticulate organic carbon (POC) was analyzed by a CHN-
anolamine ana measured by liquid scintillation counting. analyzer (Herm3us Co., Germany).
For details see Harrison et al. [1971], Meyer-Reil [1978].

Oxygen consumption: 5-10 g nil were incubated in 50 RESULTS AND DISCUSSION
ml water and apparent oxygen concentrations were meas- Table 1 gives an overview of the soil samples with regard
ured by an oxygen probe after 12, 24 and 48 hours. These to some constituents of the organic matter and the bacterial
results are converted into stoichiometric equivalents of CO2  biomass as estimated by epifluorescence microscopy.
according to the respiration equation. The surface samples show fairly high amounts of organic

Soil characteristics: Microbial biomass was estimated matter, due to their plant cover by moss cushions, crustose
from bacterial counts by epifluorescence microscopy and lichens and a!3ae. There are considerable amounts of free
converting biovolume into biomass [Zimmerman et al., glucose (MCHO), indicating an environment which is not
1978; Bolter, 1990]. The actual glucose concentration (free limited by organic matter.
monocarbohydrates, MCHO) and particulate mono- Considerable differences exist with regard to the .ndi-
carbohydrates (PCHO, measured after acid hydrolysis) were vidual fractions of organic matter as represented by POC
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60 0 51C Casey (A) (measured by CHN-analysis) and the loss on ignition (LOI,
50 1 15"C Glucose-Reminerolasalion measured by combustion at 5501C). Few samples fulfill the40. 2o msck assumption that approximately 50% of the LOI can be rep-

resented by POC, and most show a much wider span, indi-
a3a

cating different qualities of the organic matter.
2o _kData from the gross mineralization process (CO2-gas
0__10: exchange) are given in Figures 1-3. In order to estimate the

effects of varying water content, the incubations of the sam-
16 Casey (B) pies from Arctowski were carried out using the ambient

• 120. C02-gos exchange water content of the sample and under an increased water
content of 50%. The effect of the elevated water content is

SI j I evident for the overall respiration and acts as an enhance-
ment of respiratory activity by more than double of the sam-

, 0pie incubated under actual water conditions.
The data of the total C0 2-evolution show strong rela-

Cl C5 C8 C11 CU C17 C22 C25 c28 c29 c3o tionships to the concentrations of organic carbon and tem-
perature. This is evident for both data . although it is

Figure 1. Apparent CO2 production rates of soil samples from difficult to establish functional relations" )s. As such, the
Casey measured by glucose remnineralization (A) and total CO2 gas
exchange (actual water content) (B) at different temperatures. .ne amounts of organic matter are higher in the samples from

nutrient states of these samples is given in Table 2. the maritime Antarctic. However, this is not concomitant
with the enhancement of the mineralization rates (cf. sam-
pies A14-1, A15 compared to samples C22, C25).

SaC Arctwski (A)The response to increasing temperature is generally pos-

0e 15"C Ar(lwskiA) itive but shows different functional relationships among the

kC Glucose-Remineral0s25on individual samples.

0 00c 5C Arc1owski-Lichens(A)
[. 10- • . I_. 0. ' ~ t*k-~~, (A)

Oj OW00500 as 1S'C Glucose -Remmnerolhsation

t0. Arctowski (B) 70, 300.

30- Oxygen consumption (as C0 2 ,' 200"

Q 2 0 0
20-

o 10-
0"0.600 Arctwsk,-Lichens (B)
0 500- C02 -gas exchange

400.
1201 Arclowski (C) 7 0.6

100i00.
160- C0 2-gos exchange : 0

o 120. 2002

a80.
~- 1000

S 20AAA1,2 
AA A AA A A AiAhAnsA(A)

160f C0 2 -gas exchange
200- Areclowski(D7

160 C02-gas exchange 0.

a,120- E 0.2-

0) 80.-.
a, 1 A A A A A A A A A A A A A A A A A A

~-40-Mj 17 1619 2223 2425 2627 28 2930 313233 3435 36

AM- AS-i A6 Ag-1 A*O1 A13-i A14-1 A15 A20-1 A20-2 A21 Figure .4. Apparent CO2 production rates of lichens from Arctow-
ski measured for glucose remineralization (A), C0 2 -gas exchange
under actual water content (B). and C02-gas exchange under

Figure 2. Apparent CO2 production rates of soil samples from enhanced water content (C). Samples: A17: crustose lichens (Buel-
Arctowski measured for glucose remineralization (A). oxygen con- hia sp., Ochrolechia sp.); A18, A32: Usnea antarctica; A19, A31:
sumption (B), and gas exchange under actual water content (C) and Alectoria sp.; A22, A25: Lepiogium sp.; A23: Umbilicaria sp.;
enhanced water content (D) for different temperatures. Samples A24: U. fasciata; A26, A27: Ochrolechia sp.; A28: Placopsis sp.;
AM-i, A5-1, A6, A10-1, A13-1, A15, A20-1, A20-2, A21: dry A29, A36: Stereocaulon sp.; A30: Cornicularia sp.; A33: Och-
moss cushion with sand and crustose lichens; A9-1, A14-1: soil rolechia sp.; A34: undefined crustose lichens on dry moss cushion;
with roots from Deschampsia antarctia. A35: Parmelia sp.
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Temperature: 50C 150C 250C

Method: GR GE BOD GR GE BOD GR GE

Samples
Soils 43.0 214.4 62.8 17.0 235.6 74.8 9.2 201.9
Lichens 59.5 168.0 52.6 168.4 29.1 151.8

Table 3. Mean values of the CO2 production (%) of the different methods in relation to the CO2 production (gas exchange) measured under
actual water content of the samples from Arctowski. GR: glucose remineralization; GE: C02-gas exchange (water content 50%); BOD: oxy-
gen demand (recalculated for CO2 production).

The CO2-evolution by plant material, mainly crustose nutrient content. Lowest rates can be shown for lichen
and fruticose lichens, is at least double that from soil sam- samples.
ples. It also seems evident that the lichen samples show a -Glucose remineralization: High values can be obtained
significant contribution to glucose mineralization. This may from soil samples with high (available) nutrients. The
be due to the epiphytic bacterial population which is con- data show a decrease with increasing temperature. This
suming organic material produced by the lichen. The pro- also holds true for the lichen samples. Rather stable data
cess of the "exudation," however, is still unclear. Tearle can be shown for samples with low nutrient content, i.e.,
[1987] showed that high amounts of dissolved car- those from barren soils.
bohydrates, mainly sugar alcohols, are released after the -Oxygen consumption: The rates from this method are
physical stress of freeze-thaw cycles during spring season. intermediate between those from gas exchange and glu-

The remineralization of dissolved organic matter (based cose remineralization.
on 14C-glucose) can be considered to be mainly due to
osmotrophic organisms, Le., bacteria and other small haero- CONCLUSION
trophs. The responses to temperature are not as clear as Temperature, moisture and substrate quality considerably
those from total C0 2-evolution. This may be a result of dif- influence total microbial activity and mineralization pro-
ferent active microbial populations and special problems of cesses. This is important for modeling purposes and overall
nutrient availability, description of this ecosystem. The data on mineralization do

When comparing these data with those from total CO2- not show obvious adaptatioas by these organisms to low
evolution, it is possible to calculate the different rela- temperatures.
tionships and note the great variability of individual sam- Temperature profiles of the different niches may illustrate
ples. Table 2 shows the data for glucose remineralization by this: The total range of temperature recordings was 0-20"C,
the soil samples from Casey in relation to the CO2-gas although elevated t-,mperatures may occur for short periods
exchange. Although the glucose reminealization is gener- [Bolter, unpublished]. Temperatures in lichens growing on
ally less than 100% of the gas exchange, there are excep- rock surfaces or moss surfaces show even higher values (to
tions, mainly samples with the highest contents of organic rock Smith, 1r Boss et al., e9en hhe vities sho
matter. The high values of samples Cl, C8, C14 and C28 400C) [Smith, 1986; BOlter et ai., 1989]. The activities show
may reflect the actual available nutrients. Possible cofactors an adaptation to the whole environmental temperature span
for metabolizing this material are probably at low concentra- indicating that the microbial population can use this for
tions. High levels of organic matter which can be found in active metabolic processes. However, both temperature andsplsof type A (moss cushions with crustose lichens) do moisture show significant effects on microbial activity
samples of t oss cushio ry ctivty, which also respond to substrate quality and availability. This
not imply generally high total respiratory activity. hlstu o l apesisadlcesTable 3 presents the relationships between respired CO2 holds true for all samples, soils and lichens.
as estimated from total C02-gas exchange under enhanced The active total CO2-evolution, oxygen consumption and
water content, glucose remineralization, and oxygen con- glucose metabolism, i.e., the use of low molecular weight
sumption in contrast to the data from the C0 2-gas exchange carbohydrates by small heterotrophs, shows that the micro-
under actual water content. The increase in respiration (gas bial population is of great importance in these ecosystems.
exchange) from actual to enhanced water content covers a The results show that they can contribute to a considerable
range between approximately 2.0-2.1 for soil samples and extent to the total mineralization.
1.5-1.7 for lichens. Glucose remineralization, i.e., the use of This fact is especially important when taking into account
free available monocarbohydrates, is at most about 60% of the comparable data on plant material: Under the assump-
gas exchange. Highest levels are found for soil samples with tion that bacteria are a main constituent of the active popula-
high nutrient contents at low temperatures. tion which is able to use glucose, then it produces a large

The following general results can be drawn from these part of the CO2 which is normally considered to be of plant
tables: origin. This fact, however, needs further investigation by

-Gas exchange: The enhancement of mineralization separating the epiphytic organisms from their source, and
shows no evident relationship with temperature. Highest more detailed inspections of the surfaces of plants, detritus
rates can be found in soil samples with high (available) and inorganic matter.
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ABSTRACT
Atmospheric pollution from the Noril'sk Mining-Metallurgical Complex, in the

form of heavy metals and sulfur components, has resulted in damage to plant com-
munities in the area. Vegetation on over 550,000 ha has been detrimentally affected
by the pollution fallout, primarily sulfur dioxide. Forests (mainly Larix sibirica)
and most lichens have been killed within a 300,000-ha zone around Noril'sk and
extending about 50 km to the south and southeast. Less severe damage to lichens
and vascular plants extends 170 km to the south and 80 km to the east of the pollu-
tion source consistent with prevailing winds during the period of plant growth. Ter-
ricolous lichens are particularly vulnerable to the pollution products and among
vascular plants Larix gmelinii, Picea obovata, Ledum palustre, Calamagrostis sp.,
and Salix lanata show least resistance.

INTRODUCTION The NIR has a subarctic climate with an extended, cold
Growth in industrial production characterizes the modem winter and a short, cool summer with a vegetation growth

world and has led to pollution of the environment with toxic period of about 60 days. Northerly winds prevail. Dis-
substances, causing deterioration in the condition and loss of tribution of trees is in scattered small units or strips, large
components of plant communities. Pollution effects on for- stands being infrequent. The average forest cover does not
est vegetation may be pronounced in regions with extreme exceed 40%. The main tree species are Larix sibirica, shift-
climatic conditions-such as at forest ecotones in the Far ing in the east to L. gmelinii, and also Picea obovata and
North. A typical example of this phenomenon is furnished Betula pubescens. Forested areas are concentrated mostly in
by the destruction of forest vegetation in the Noril'sk indus- river valleys and on watershed slopes. These same water-
trial region (NIR). sheds also include tundra vegetation. The forests have a low

density with small tree crowns, about 25% of the forested
THE STUDY AREA area being represented by open stands. For every unit of

The NIR is located in North Krasnoyarsk Krai, on the plant biomass there are more photosynthesizing tissues than
right bank of the Yenisey River (Figure 1). The forests stud- in the true taiga.
ied are those at the northern interface of taiga and tundra
[Parmuzin, 1979; Chertovskii and Semenov, 19841. They EMISSIONS PRODUCED BY THE NORIL'SK A.P.
provide habitat for mammals and birds and the very impor- ZAVENIAGIN MINING AND METALLURGICAL
tant resource base for reindeer and hunting economies. Bod- INDUSTRIAL COMPLEX (NMMC)
ies of water in the region are rich in fish species. The The economic and social development and ecological
ecosystems of such forest have little plasticity and res- state of the NIR are determined by the activities of the
torative capability. NMMC. It is the basis of development for the extensive
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Another source of pollution is the mining of ores used in
the metallurgical processes. This includes the alteration of

0 Oegree of Pollution local relief and hydrological regimes, the disturbance of
( - I Mo=,ximum vegetative cover, and associated animal life.

9 EM•Severe
9 'i'/eoerote A further source of pollution is discarded drainage water,

Moeasht the annual volume of which constitutes around 450 million

=Relatively Clean 70" cubic meters [Kruichkov, 1985]. No more than 50% of this
total volume is purified. After purification, drainage waters

Ou;../contain copper, nickel, titanium, iron, chromium, calcium,
/7 . magnesium, sulfur substances, and petroleum products in

OR"-I K quantities substantially exceeding the existing concentration
"levels deemed allowable.

- "L O~ubEFFECTS ON THE VEGETATION

L:'-.,Ko The greatest threat to forest vegetation s posed by the
( / discharge of sulfur-containing gases. These are conven-

Lae 'Af tionally divided into two groups: strong autogenous process
gases, readily convertible in the environment to sulfuric and
sulfurous acids, and weak gases (containing less than 3%

68N..sulfur dioxide). Strong gases were first produced by the
complex in 1981 with the introduction of the suspended

Khaltaflskye fusion furnace [Kovalev and Filipchuk, 1990]. The portion
Igarka ReSevoir of strong gases in the total volume of gaseous emissions in

0 204608o km 1981 was 5%. In the period from 1981 to 1987 this amount

8E 9 increased from 5% to 38%, and with the change to autoge-
nous fusion it will reach 50%. Compounding the situation,

Figure 1. Distribution of atmospheric pollution from the Noril'sk in recent years, raw materials with increased sulfur content
industrial complex. have been brought to the complex for processing, which

also influences the increased volume and concentration of
interriver region of the Siberian Yenisey and Lena rivers, sulfur-containing emissions. Thus, sulfur dioxide will be-
from the Lower Tunguska in the south to the polar islands of come the main harmful ingredient in emissions into the
Severnaya Zemlya to the north. Equal to the vastness of the atmosphere in the future and, despite an effort to decrease
region is the extent and negative effect of the complex on the volume of emissions, the concentration of sulfur dioxide
the environment. Atmospheric emissions rank first in terms will increase.
of concern due to their negative consequences and their role Plant response to sulfur dioxide, as a result of its con-
as the most harmful form of anthropogenic influence on the centration and the length of time of exposure by the leaves
region's biocoenosis [Kovalev and Filipchuk, 1990]. Pro- (needles), can be divided into five degrees: absence of dam-
cessing polymetal ores containing large quantities of sulfur age, and hidden, chronic, severe, and catastrophic damage.
compounds, the enterprises of the NMMC annually give off A number of stands which were determined to be healthy at
around 4.5 million tons of harmful substances, including the time of observation may include trees with hidden dam-
more than 2.2 million tons of sulfur anhydride (Table 1). Lge, in which destruction of the physiological-biochemical
These substances contribute not only to the regional back- processes was already occurring. Chronic damage to trees
ground atmosphere, but also enter into air masses that dif- exists in all stands affected by emissions, and is manifested
fuse over wide distances in the Arctic, negatively affecting in decreased number of needles, dechromatization of
the functioning of northern ecosystems as a whole needles and leaves, and the accumulation of an excessiva
[Kriuchkov, 1985]. number of phytotoxins [Kovalev and Filipchuk, 1990].

Emissions, thousands of metric tons/year
Indicators 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989

Total qnantity of
harmful substances
leaving all pollu-
tion sources 2349.0 2666.1 3707.3 3998.3 4723.4 4845.3 4738.6 4199.4 4385.5 4442.8

Solids 529.5 605.7 1114.8 1314.6 2008.5 2067.3 2369.1 1833.3 2074.8 2163.9
Gaseous 1819.5 2060A 2592.5 2683.7 2714.9 2778.0 2369.5 2366.1 2310.7 2278.9
Amount of
sulfur anhydride 1752.8 1994.9 2402.0 2567.7 2647.7 2724.3 2325.2 2244.3 2242.3 2216.4

Table 1. Total emissions of the Noril'sk Mining Metallurgical Complex during the period 1980-1989.
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Severe and catastrophic damage are caused by the relatively damage. On the whole, the data obtained using two inde-
short-lived influence of increased concentrations of phy- pendent and different survey methods were similar, which
totoxins during so-called "accidental" high level emissions supports their reliability.
of harmful substances. Such damage is indicated by exten- The Far North Institute for Agricultural Research has also
sive yellowing and needle and leaf loss on trees in limited collected vegetation specimens for chemical analysis. Fifty
areas in just a short time. test plots were marked at various distances from the pol-

lutant source, begioning at 7 km and continuing up to 25 km
INSPECTION METHODS in the direction of prevailing winds during the period of veg-

Overthe last 15 years (since 1976) a periodic aerial sur- etation growth. On the test plots a number of geobotanical
vey of the condition of the NIR's forest vegetation has been and afforestation inspection tasks were performed, including
conducted by the Bryansk Specialized Forest-Organizational a selection of 2500 specimens for chemical analysis and
Section of the All-Union Scientific Research Institute. In the identification of visual indicators of damage to members of
surveys, based on the total proportions of damaged (dis- the plant community. To establish a connection between the
colored foliage and low proportion of live branches) and level of pollution of an area and the plants' reaction to vari-
dead trees, five categories of stand conditions were for- ous toxin dosages, correlational analyses were conducted
mulated: (1) healthy--damaged and dead trees in the stand between the plants' content of heavy metals and sulfur diox-
constitutinig less than 10%; (2) weakened-10-25% of the ide, the distance from the pollutant source, and the degree of
trees were damaged or dead; (3) severely weakened-26- visible damage to the trees, shrubs, grasses, small sirubs,
50% of trees were damaged or dead; (4) dying--damaged and lichens.
trees and dead trees constituted 51-80%; and (5) ruined- RESULTS
over 80% damaged or dead trees.

In 1987 a survey of forest conditions was conducted by Response of the vegetation to pollutants
the Moscow Aerocosmic Forest-Organizational Section The constant pollution of the biosphere with sulfur and its
using spectroscopic air photos with a 1:30,000 scale in the compounds and other haruLiul substances comprising the
zone of totally damaged forest and shrub vegetation, and a NMMC's emissions has led to significant destruction of the
1:15,000 scale in the zone experiencing lesser degrees of forest biocoenoses, their destabilization, and substitution by

Weakened Severely Weakened Dying Ruined Total
1000 ha 1000 ha 1000 ha 1000 ha 1000 ha

Tree Tree Tree Tree
Survey Years Stands Shrubs Total Stands Shrubs Total Stands Shrubs Total Stands S!zrubs Total Total

1976 133.9 - 133.9 69.6 - 69.6 86.8 - 86.8 32.2 - 32.2 322.5

1978 177.9 - 177.9 66.8 6.7 73.5 86.3 - 86.3 60.0 - 60.0 397.7
Growth

1976-1978 +44.1 +3.9 -0.5 +27.8 +75.2

1980 133.3 0.5 133.8 21.9 - 21.9 137.9 15.2 154.9 114.9 1.4 116.3 424.9
Growth

1978-1980 -44.0 -51.6 +68.6 +56.3 +29.2

1982 93.4 2.4 95.8 66.5 2.0 68.5 116.2 15.2 151.4 118.4 1.4 119.8 435.5
Growth

1980-1982 -38.0 +46.6 -3.5 +3.5 +8.6

1984 104.9 3.6 108.5 69.6 2.0 71.6 92.3 12.1 104.4 151.6 9.2 160.8 445.3
Growth

1982-1984 +12.7 +3.1 +17.0 +41.0 +9.8

1986 66.1 3.8 69.9 98.9 2.6 101.5 38.7 4.7 43.4 231.0 10.8 241.8 456.6
Growth

1984-1986 -38.6 +29.9 -61.0 +81.0 +11.3

Included in "Ruined"
1987 114.2 - 114.2 128.0 9.9 137.9 category 278.1 12.0 290.1 542.5

1989 89.7 4.1 93.8 104.4 2.7 107.1 59.8 2.8 62.6 283.2 18.4 301.6 565.1
Growth

1986-1989 +23.9 +5.6 +19.2 +5" 8 +108.5
Growth

1987-1989 -20.4 -30.8 +74.1 +22.6

Table 2. Dynamics of forest and shrub vegetation in the study area that has been damaged by industrial emssions (data from the Moscow
Aerocosmic Forest-organizational Section).
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other plant associations, the development of pests and dis- these less severely affected forests varies depending upon
eases, changes in the hydrologic and chemical composition the intensity of phytotoxin influence and associated climatic
of waters, soil erosion, and other negative consequences conditions prior to the period of analysis.
[Kriuchkov, 1985; Kovalev and Filipchuk, 1990]. Ruined stands (301,000 ha) are located closer to pollutant

According to the 1989 survey data, the total area of sources than are stands subject to other degrees of damage.
affected wood-shrub vegetation and other vegetation sub- In the last three years, the area of ruined forests has grown
ject to various levels of damage constituted 565.1 thousand by 59.8 thousand ha. More than all others, those trees that
ha (Table 2). The increase in the damaged area from 1976 to were dying in preceding years pass into the ruined category,
1989 was 242,000 ha, and in comparison to the 1986 sur- and sometimes so do severely weakened tree stands. The
vey, the affected area had grown between 1986 and 1989 by boundary of ruined stands has moved from 20 to 120 km to
108,000 ha or 44.7% of the total increase during the entire the soutlh of Noril'sk since 1976.
investigation period. At a distance of more than 120 km to the south of

Weakened stands were evident on an area of 93.8 thou- Noril'sk , changes in forest vegetation conditions occurred
sand ha, which made up 16.6% of the total area of damaged less intensively in the period from 1976 to 1986, but after
forest vegetation. In comparison to the previous survey, the 1986, further weakening of the forests to the southeast,
area increased by 23.9 thousand ha at the cost of damage to northeast, and east of Noril'sk has been noted. This has
tree stands where signs of phytotoxin influence were not probably been brought about by more intensive assimilation
noted earlier. In 1976 the southern border of such stands of phytotoxins by the plants associated with the increase in
was at a distance of up to 90 km from Noril'sk . In recent "strong gases" in the emissions [Kovalev and Filipchuk,
years it has moved south to 170 km and east to 80 km. 1990].

Severely weakened stands were noted in an area of 107.1
thousand ha, which in comparison to 1986 is greater by 5.6 Results of Chemical Analyses of Specimens
thousand ha. An analysis of the movement of the borders of The results of chemical analyses showed that the contents
weakened and severely weakened stands in previous years of copper, zinc, cobalt, nickel, and sulfur in the plants varied
indicates that in the greater part of the area, formerly weak- greatly (Table 3), but all in all, for the majority of species,
ened tree stands had become severely weakened ones. these quantities were inversely proportional to the distance

Next in terms of damage level zones and closer to the from the emission source. A comparison of the visible dam-
pollutant sources are dying ate stands, located on an area of age of plants (the number of dead and damaged specimens,
62.6 thousand ha. In comparison to 1986, their area has the presence or absence of needles and leaves, needle and
increased by 19.2 thousand ha. The movement of borders leaf color, etc.) with their pollutant element contents did not
shows that in most cases, severely weakened tree stands reveal a direct dependency between these indicators.
pass into this category. Less severely impacted forest stands An analysis of change in condition of the lichen cover
are not being closely monitored. It appears that the area of versus the quantity of accumulated elements showed that the

Elements
Plant Groups Copper Nickel Cobalt Zinc Sulfur

Trees 530.0 77.025 3.0 438.0 9.0 2360260
106.0-=50 28.8 5 0.30 -.10.0 7= " 9.1

Shrubs 480.0 97.0 4.0 208.0 2410
.9 = 7.5  1.0-4.0 13.9 2.7 =880

Small Shrubs 300.0 :7270.0 3.0 44.0 8 2870 850
0.32 9.2 3.4

Sedges 280.60 147.0 - 3606•
426.7 = 617 -- 2

Grasses 88.0 2. 0 30.0 1230 1.

11.8 1. 0 2.1 -= 14.1 1.2 = 00
Forbs 280.0 420 1.5 480 8960

2.-7.1 2 = 17.0 .5= 1610
394-. 700.60-.42= 2.2. 59.- =16 1

Lichens 220.1 190.0 4.1 58.0 2870
52.4 0.6-'--6=6.2 89= 6.5 38.9 = 80

Plants of all groups 530.0 2940 10.0 4380 8960 8
126.24.2 0 = 2 .0 1.--O= 10.0 4-3--4.8 80

The contrast in pollution levels is shown as the product of the maximum value as the numerator and the minimum value as the
denominator.

Table 3. Comparative variation between maximum and minimum levels of copper, nickel, cobalt, zinc, and sulfur in plants within the study
area (mg kg'l air-dry substance).
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number of species, the perccntage of cover, and the phy- strips which may be more or less extensive. The zones are
tomass reserve depends on copper, nickel and sulfur content not constant in terms of time, and their boundaries may
[Kriuchkov, 1985]. Depending on the condition of the blend together depending on variation in the volume of
lichen cover, five zones characterizing pollution of the area industrial emissions and the self-cleansing capability of nat-
were determined within the survey region: (1) areas of maxi- ural communities. In the future, redistribution of the areas
mum pollution ('chen desert); (2) severe pollution; (3) aver- may occur both in terms of pollution levels and damage to
age pollution; (4) slight pollution; and (5) relatively clean plants.
(Figure 1). The pattern of the zones is consistent with the
direction of the pollution plumes, which confirms the impor- CONCLUSIONS AND DISCUSSION
tance of this factor in the transfer of polluted air masses. On The aggregate effect of anthropogenic factors, primarily
the other hand, topographic features are also significant in therea effeto ano genc fa ctrs p a
influencing accumulation of pollutants. The terraces of the atmospheric missions, has led to damage and destruction of
Putorana plateau, for example, prevent the penetration of the vegetative cover on the tundra and forest tundra in North
toxins to the southeast and east; thus only along river val- Krasnoyarsk Krai in an area of 7.4 million ha [Kriuchkov,
leys and lake basins open to the motion of winds blowing 1985]. The total area of dead and damaged forests in the
from the complex does pollution penetrate into the mountain NIR, which were previously important for hunting, as rein-
regions. deer pastures, and as recreational zones for residents of

The zone of maximum pollution (lichen desert) stretches Noril'sk , exceeded 0.5 million ha in 1990. The area of bod-
for 50-55 km in a southeasterly direction, encompassing ies of water that have lost their importance for fishing
almost all of the Rybnaia River valley, and towards the exceeds 200,000 ha, including Lake Pyasino and its system.
southern area of Lake Pyasino up to 35 km to the northwest. The negative consequences of the atmospheric pollution do
The total area of the zone is around 300,000 ha. The forest not stop with these losses due to the degradation and
cover is made up almost entirely of dead trees and strongly destruction of entire plant associations. Active circulation of
damaged shrubs (up to 60% of the above ground tissues accumulated pollutant microelements in natural mediums
dead). The portion of damaged small shrubs and grasses is along the food chains will create a serious threat to living
75%, and 50% of the rhizomes of grasses and sedges are organisms, including man.
dead. Lichen cover is absent. A combination of various survey techniques should be

The zone of severe pollution extends 50 km to the north- incorporated into local forest monitoring programs. These
west and southeast 25-30 km beyond the preceding zone, should include geobotanical, floral, and morphologic meas-
occupying approximately 380,000 ha. The vegetation is urements as well as biochemical and physiological analyses
characterized by the prevalence in the forest cover of ruined of plant, soil,l, sand water.
and dying trees, with 20-50% of the shrubs dying. There are ofspl sil, aiand ater.
less severe effects than in the preceding zone within the Visual signs of damage appear on the majosty of plants
grass-small shrub layers. The number of damaged plants is with associated concentrations of chemically active harmful
40% or less. Lichens appear, but their condition is unsatis- substances following a relatively long period of exposure to
factory, not exceeding 1-5% of the ground cover and with pollutants. Resumption of normal life rrocesses for such
some species exhibiting morphological changes. plants or communities is often impossible, even with the

The zone of average pollution is located in the northern removal of the pollution source. Therefore, to identify the
area of the Khantayskoye reservoir, and it also occupies the early response of plants to the influence of industrial emis-
western portions of lakes Lama, Glubokoe, and Keta. The sions, it is neceoary to find suitable biological indicators
zone's total area is about 420,000 ha. The forest cover is dis- that will reflect the presence of damage at different stages.
tinguished by the presence of up tc 50% dead larch with yel- Arboreal lichens are generally recognized as bioindicators
lowing spruce needles and birch leaves. The condition of the of pollution levels, but their limited distribution in the NIR
shrub and grass-small shrub layers is satisfactory with dam- restricts their use in this capacity. Acmording to the results of
aged plants constituting no more than 10%. Lichens include our research and that of others [Kriuchkov, 1985], it has
up to 34 species and cover ranges from 20-40%. been established that terricolous lichen species and Larix

The zone of slight pollution ensv.ompasses a total area of gmelinii are particularly sensitive to pollution. Other plant
460,000 ha to the west of the! ,.,tokoisk Rock Range, to species that readily accumulate heavy metals and sulfur are
south of Lake Khantayskoye, and the eastern areas of lakes Picea obovata, Ledum palustre, Calamagrostis sp., and
Lama and Glubokoe. The vegetation is practically without Salix lanata.
signs of damage, and only in the forest canopy are larch The delineation ot pollution zones based on the buildup
with yellowing needles noticeable. Lichens are well devel- of harmful microelements in lichens (as determined by
oped with plants of average size and cover increasing up to chemical analyses) coincides with the categories of forest
70%; more than 34 lichen species were noted. chemianalyetermined withe b asi s of fors.

The boundaries of the weak pollution zone are not estab- conditions determined on the basis of visual indicators.
lished, and these pass into a relatively clean zone where the However, only the accumulation of elements in plant tissues
plants show no visible signs of damage; lichen cover is dis- may serve as a reliable indicator of areas of heavy metal and
tinguished by considerable species variety-up to 96 spe- sulfur dioxide pollution. Assessment of atmospheric pollu-
cies--and cover reaches 80-90%. Metal content is almost at tion la.vels according to surface damage indicators may not
background level, be totally reliable; however, the appearance of damage and

The defined zones have no clear boundaries in terms of apparent outward plant reaction are indicative of unfavor-
distance, and between them there are some intermediate able ecological conditions.
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The Natural Background Disturbance in the Soviet Far East

V. P. Karakin
Pacific Geography Institute of the Far East Division of the U.SS.R. Academy of Sciences, Vladivostok, U.S.S.R.

A. S. Sheinhouse
Institute of Regional Problems and Complex Analysis of the Far East Division of :he U.S.S.R. Academy of Sciences,

Khabarovsk, U.S.S.R.

ABSTRACT
The natural system development of the Soviet Far East dates back to the paleo-

lith. It accelerated more and more, and strong anthropogenic pressure is now evi-
dent The main parts of the ecosystems appear to have changed as a result. We have
elaborated specific methods of ecosystem disturbance assessment. Measurement of
a natural scale was adopted; this scale is based on the period necessary to the
changed landscape restoration until climax. Assessments for the Amur, Kamchatka,
Khabarovsk, Magadan, Prymorie, and Sakhalin regions have been made.
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Sexual Reproduction of Arctophilafulva and Seasonal Temperature,
Arctic Coastal Plain, Alaska

J. D. McKendrick
School ofAgriculture and Land Resources Management, Agriculture and Forestry Experiment Station,

University of Alaska Fairbanks, Palmer, Alaska, U.S.A.

ABSTRACT
Arctophila fulva is an indigenous grass with circumpolar distribution. It occurs

in Alaska's boreal and arctic environments, usually as an emergent aquatic. An
intensive 5-year investigation of Arctophilafiulva began in 1985 to determine its life
history and environmental characteristics. Evaluations of environmental character-
istics included recording hourly temperature means of soil/mnud, water, and air dur-
"ng the growing season. Ten Coastal Plain Province sites and one Brooks Range
foothills site were included in the 1986-1989 temperature monitoring project.
Observations in the Alaska Range were done in 1987-1989.

Initial evaluation of sexual reproduction in 1985 indicated no seed formation
occurred in Arctophila fulva colonies on the coastal plain during that year. Florets
were in anthesis at or near the end of growing season. However, sexual repro-
duction occurred in the northern foothills of the Brooks Range where seeds matured
before the coastal plain plants reached anthesis. Foothill stands of Arctophila fulva
produced seed each growing season of our study. Low to no success in sexual
reproduction continued for coastal plain stands of Arctophilafulva during 1986 and
1987. Seed formation was observed in plants on the coastal plain that were pro-
tected by a plexiglas shelter in 1988. During the 1988 growing season, few seeds
were found in inflorescences from one natural stand on the coastal plain, and one
stand o., the margin of the foothills (about 35 miles inland) produced seed. In 1989,
25 stands of Arctophila fulva on the coastal plain produced seed, probably due to
eleva:ed growing season temperatures and perhaps extension of the growing sea-
son. During 1987-1989, sexual reproduction was consistently successful for Arc-
tophilafuIva growing in the Alaska Range.

Because sexual reproduction success for plants in the Arctic is often poor, plants
in this region are believed to persist mainly by vegetative propagation. The lack of
sexual reproduction may limit the gene recombination opportunities and genetic
diversity. Also, the scarcity of seeds 1.ffects the rate and diversity of species avail-
able to colonize barren sites. It appears that warming of the Arctic could affect the
quantity and perhaps the diversity of seed produced by indigenous arctic plants.
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In the Footsteps of RoLert Marshall:
Proposed Research of White Spruce GroDwth and Movement

at the Tree Limit, Central Brooks Range, Alaska

Terry D. Droessler
ManTech Environmental Technology. Inc., US EPA Environmental Research Lab, Corvallis, Oregon, U.SA.

ABSTRACT
The proposed research will quantify white spruce grov :! and document its

latitudinal stability at the tree limit in the central Brooks Rang, .,ver the life span of
the living trees. The. goal is to link tree growth and tree position to summer tem-
perature and precipitation. Historical records from 1929 to 1938 from work by
Robert Marshall have been used to identify tree limit sites and provide information
to interpret the present location of the tree limit.

INTRODUCTION ing to predictions from General Circulatiorn Models
Altitudinal and latitudinal tree limits represent tem- (GCMs), will probably be at least twice the global average

perature, precipitation or other barriers to species dis- increase [WPCC, 1990].
tribution. Tree limit is defined here as the last living white Several studies of tree limit in the Arctic fLve shown
spruce (Picea glauca, Voss.) treeý regardless of form, that stable to advancing conditions over the last few decades
could be located at the farthest northern latitude or elevation [Densmore, 1980; Goldstein, 1981; Odasz, 1983; Cooper,
in selected drainage: of the central Brooks Range. The 1986; Lev, 1987]. If temperatures continue to increase and
present tree limit may !•dicate the locxation of a temperature moisture is not limiting, the tree limit may advance in lat-
or moisture limitation that prohibits furtht species move- itude and altitude until it is once again in equilibrium with
ment. A knowledge of temperature and moisture history and temperature, moisture or other controlling factors.
species movement and growth patterns is important for One mechanism for tree limit movement is a change in
understanding the establishment and existence of the present sexual reproductive success. White spruce tree limit on the
tree limit. Studying growth and movement rates of trees in south slope and isolated clusters of balsam poplar (Populus
the vicinity of the tree !imit will document tree response to balsamifera, L.) on :he north slope of the Brooks Range,
temperature and moisture change over the life span of living commonly re'rod-uce by vegetative means only [Edwards
trees. Predicting tree growth and tree movement in response and Dunwiddie, 1985; Lev, 1987]. Increases in temperature
to future temperature and precipitation scenarios may then may allow suffic,.' . time for stxtul reproduction to take
be poss'ble based on past tree growth and tree movement place. An increase in temperature would shift the 10°C July
relationships to temperature and precipitation. isotherm northward in latitude and higher in elevation.

Indications of accelerated warming have been reported. Movement rates could dramaticall; increase because seed
Jones et al. [1986] show that the warmest near-surface tem- dispersal distances are far greater than branch or root veg-
peratures over the land and oceans of both hemispheres etative reproduction dispersal distances.
between 1861-1984 have occurred since 1980. Jones et al.
[1988] show overall rising global surface air temperature for HISTORICAL STUDIES OF TREE LIMIT IN THE
1901-1987. Lachenbruch and Marshall [1986] concluded BROOKS RANGE
that the depth to permafrost in the Alaska and Canadian Work by Robert Marshall in the 1930s provides a his-
Arctic has increased in recent decades. Houghton and torical basis for a study of tret growth and movement in the
Woodwell [1989] state that the greatest warming is expected Brooks Range. Marshall undertook tree growth studies in
to occur at higher latitudes in winter. The warming, accord- the North Fork of the Koyukuk, Alatna, Lnd John River
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drainages north of the Arctic Circle near Wiseman, Alaska, The seeds were collected at Chippewa NF near Cass
from 1929 to 1939 [Retzlaf and Marshall, 1931; Marshall, Lake, MN. When tested in autumn of 1938 'hey
1933, 1970, 1979; Glover, 1986; Brown, 1988]. Marshall showed a germination rate of approximately 80 per-
died before he was able to publish any results fr' his data cent. The plots were established on July 7, 1939 at
collections. However, Robert's brother, George, donatul the 2:15-3:00 PM. The spruce forest at the present

Robert Marshall Papers to The Bancroft Library, University moment has its outpost about a mile north of Amawk
of California, Berkeley, in 1979. Creek. Previous studies made me calculate it was

odvancing at approximately a mile in 250 years. At
Marshall kept detailed field journals, including time and this rate, and if my seeds developed, the prese,' sow-

distance records and desciiptions of locations where data ing would be anticipating nature by 2000 years."
were collected. Marshall recorded the location of tree limit Sam and Billie Wright obtained i00 four-year-old white
as defined above. His documentation of tree limit locations spruce seedlings from Dr. Leslie Viereck at the Forestry Sci-
have been used to define tree limit site locations that will be ences Laboratory, University of Alaska, 1Pairbanks, in 1968
revisited in 1990 (see Table 1). Marshall collected trwe [Wright, 1973, 1988; Dr. Leslie Viereck, personal corn-
growth and sample plot information -t and below the tree munication]. They were transponed by bush plane to Sum-
limit. He hypothesized that tree growth was limited by mois- mit Lake, approximately eight air miles northeast of
ture, solar radiation or temperature. Mar-MIll's tree limit Marshall's Barrenland Creek site. The Wrights planted the
descriptions and historical data will help in interpreting data white spruce ieedling. within one of Marshall's original
to be collected in 1990. plots in 1968.

Marshall calculated the movement rate of trees from age Sam Wright revisited the Barronland Creek planting site
and distance data he collected as he approached tree limit. in 1989. He found five living seedlings, which were essen-
White spruce produces seed at approximately age 50. Based tialy the same size as at planting [Wright, personal
on his observations (advancing tree limit) and calculation of communication].
movement rates, he decided that tree limit was not uni-
versally controlled by climatic factors. Rather, he hypoth- PROPOSED WORK
esized that spruce trees had insufficient time since the last I propose to revisit some of Marshall's tree limit sites and
glaciers receded to move to a temperature- or moisture- collect cores to determine tree age structure and growth
controlled tree limit, rates. I propose to evaluate tree limit movement over the life

Marshall attempted to advance tree limit by prcpariig span of living trees by analyzing the age structure from
white spruce seed plots beyond tree limit to see if seeds cores of tree limit trees. Marshall's data will be used to help
would germinate and grow; paired plots were established in interpret tree limit locations proposed for visitation in the
three drainages (Grizzly, Kinnorutin and Barronland summer of 1990. Enough time has elapsed since Marshall
Creeks). The plots were established to verify that tree limit collected data that small seedlings at the tree limit could
could still advance, albeit at a rate -, atrolled by tree seed- have matured to produce seed.
bearing age and wind dispersal distances. For example, at
Grizzly Creek, eed collected about six kilometers south of Hypotheses to be Addressed
tree limit was sown approximately 19 kilometers north of Has the tree limit advanced, remained stable or retreated
tree limit in 1930. Marshall estimated that if the plots be- Has the ree limt ad ed, remine or retreedcameestblihed hewasadvncin be liit y aout3())() during the recent past (age of oldest living or dead trees)?
came established, he was advancing a se limit by about 3000 Has tree growth increased in response to temperature andyears (based on the estimated 50 years to reach seed-bearg moisture trends?
age and a seed dispersal distance of 300-370 meters,
roughly a movement rate of 1.6 kilomcters in 250 years). Tree Limit Sample Locations
The seed was sown on mineral soil (all vegetation removed) tee LimitxSampe lati ons
on one plot and on existing vegetation on a paired plot. Table 1 shows the approximate latitude and longitude of

Marshall revisited the Grizzly Creek plots in 1938 and the proposed tree limit field sites.
found no sign of germination. Samuel Wright visited the Potential Usefulness of Marshall's Data
Kinnorutin Creek and Barrenland Creek sites in 1966 and
found no sign of tree growth [Wright, 1969, 1973, 1988]. The potential usefulness of Marshall's data is dependent
Several explanations are possible, the foremost being that upon its quality. The actual cores no longer exist, so they
the seed source was inappropriate on two of the three plots, can not be remeasured. Based on Marshall's lotes, he traced
The Barrenlanu Creek seed originated in the Chippewa the position of five-year growth and sometimes annual
National Forest near Cass Lake, Minnesota. The Kinnorutin growth rings on paper and then measured the increment
Creek seed originated from the Ottawa National Forest and from the tracing with a ruler (to 0.0254 centimeter). The tree
was obtained from the Hugo Sauer Nursery in Rhinelander, age recorded separately from the core tracings should be
Wisconsin. In addition, seed viability was not established reliable.
for two of the tiuree seed sources. The seed may also have Marshall's tree limit location descriptions have already
been sown above a temperature- or moisture-controlled tree been useful for planning research site locations and logis-
limit, tics. The tree core data is potentially useful for interpreting

Marshall [1970] described the Barrenland Creek seed plot tree limit conlitions. In the absence of physical evidence,
location as follows: mortality of tree limit trees (natural, caused by fire, etc.) in

'The easterly plot is approximately 12x12 feet. The the last 60 years could be misinterpreted as an advancing
ground was sown as was found with white spruce tree limit if only young trees are found. Both Marshall's
seeds. About 20 feet upstream, the westerly plot is location descriptions and tree age data m ould be critical for
approximately 8x8 feet. Seed sown on mineral soil. realizing that mortauity had occurred.
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Location Longitude Latitude
(approximate)

Barronland Creek seedling plot 1500 30' 00"W 680 00' 00"N
North Fork of the Koyukuk tree limit 1500 30' 00"W 670 58' 30"N
Mouth of Ernie Creek 1500 50' 00"W 670 50' 00"N
Ernie Creek tree limit 1500 50' 00"W 670 58' 00"N
Hammond River tree liait 1500 11' 30"W 670 55' 30"N
Clear River tree limit 1500 25' 00"W 670 51' 30"N
Mouth of Kachwona Creek 1500 52' 00"W 670 40' 00"N
Loon Lake tree limit 1520 40' 00"W 670 57' 00"N
John River tree limit 1520 11' 00"W 670 58' 00"N

Table 1. Proposed itinerary for August, 1990. in the central Brooks Range. (Additional sites not identified here may be selected while trav-
elling between sites. A tree limit exists in many drainages, not just areas that Marshall sampled.)

Marshall's cores are also potentially important for inter- instrumented sites.
preting tree movement over a considerable distance over the Tree cores will be prepared, crossdated and measured
last 60 years. His data would provide information about the using standard tree ring analyses. The age of tree limit trees
position and age of tree limit trees for comparison with will be determined from tree base cores and used to present
newly collected cores at current tree limit. An advancement the age structure in the vicinity of the tree limit. The age
of more than a couple of mile- may be prohibitive to sample structure will indicate if trees have been advancing or stable.
given time and logistical constraints, so Marshall's location For example, if the age structure shows that trees at the Lee
and age data would be essential for determining the extent limit are young and that maximum tree age increases in the
of tree limit movement. vicinity south of the tree limit, the tree limit has advanced. If

the age structure shows that the maximum tree age occurs at
Data Collection the tree limit, the tree limit has remained stable. The his-

Marshalrs recording of tree limit locations as well as torical records will help clarify the age structure.
more recent location information from quad maps will be Growth indices and temperature and precipitation records
used to arrange logistics to get to tree limit. Suitable aircraft will be analyzed for low-frequency trends. Growth indices
(wheel or float planes are anticipated as available) will be will then be correlated with growing degree-day sums or
used to locate tree limit from the air and to transport per- other temperature sums and precipitation. Lev [1987] sum-
sonnel and gear as close as possible to it. Substantial back- marized average temperature and total precipitation into 73
packing is anticipated as some of the locations are not close five-day pentads throughout the year. Pentads are more fic.
to landing areas. ible than monthly summaries. The pentads were combined

Once a te limit site has been located, the location will into seasonal periods of flexible length based on the timing
be recorded on quadrangle maps, a description will be and the length of periods where tree growth was most
recorded (location, slope, aspect, unique site characteristics) strongly correlated with temperature and precpitation.
in the field journal and photographs will be taken. Starting
with the last tree, tree cores will be extracted at (in the vicin- Gates of the Arctic National Park Support
ity of) breast height and at the base from the cross-slope side National Park Service staff at Gates of the Arctic
of approximately twenty trees. Cores will be stored in National Park and Preserve have expressed interest in the
labeled straws which will be stored in rigid containers, historical, educational and research aspects of this proposal.

Logistical support and National Park Service employees will
Data Analysis be provided to assist with travel and field work associated

The goal is to link tree growth trends to temperature and with the research. A research plan, a preliminary itinerary of
precipitation trends. The historical data will be used to help tree lim-t field sites and a quality assurance plan for data
interpret age and growth trends as described above. The data collection and analysis will be completed for approval by
analysis will elicit the relationship between temperature, the Environmental Protection Agency and the National Park
growth and tree limit movement. Specifically: (a) Are there Service before any work begins.
temperature trends?; (b) Are there growth trends?; (c) Are
there movement trends?; (d) Are there interactions? ACKNOWLEDGMENTS

The average monthly instrumented temperature and pre- The research described in this proposal has been funded
cipitAtion data from Bettles, Alaska (and other locations) by the U.S. Environmental Protection Agency (EPA). This
will be plotted over time for the length of the record to see if document has been prepared at the EPA Environmental
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ABSTRACT
Foresters and natural resource managers have traditionally based long-term plans

(i.e., 100+ year harvest cycles) on the assumption of stable landscapes and climate.
Global climate change undercuts these assumptions and may alter or invalidate
some accepted natural resource management practices and paradigms. Possible
changes in biomass productivity, shifting of forest species' latitudinal or elevational
limits, and rapid changes in forest community .Decies and age class composition,
all have major implications for management of the nation's forests.

The USDA Forest Service is undertaking a national research program to assess
rates, significant processes, and management implications of possible climatic
change for the nation's forests and related resources. Pacific Region Forest Service
global change research places major emphasis on understanding and monitoring
forest processes in the northern boreal forest and the sub-arctic taiga of Alaska,
which is potentially "sensitive" to climatic warming and to shifts in precipitation
regime. A major terrestrial carbon pool, taiga forests and organic soils may also be
important in the flux of greenhouse gases between landscape and atmosphere.

Forest Service research emphasizes an ecosystem approach, incorporating land-
scape- and watershed-level field research with smaller-scale studies of forest eco-
system response mechanisms. Ecological monitoring is critical, and includes
establishment of a monitoring mega-transect from northern latitudinal tree line to
mediterranean/dr-y temperate forest/shrublands. Emphasis is placed on the most crit-
ical Pacific Region ecosystems: northern boreal forest (taiga), moist temperate for-
est, and mediterranean/dry temperate forest (chaparral/southern Ponderosa pine).
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ABSTRACT
A modified version of the LINKAGES ecosystem simulation model is used to

access the changes in the role of forests in the interior of Alaska to act as a source
or sink of carbon over a fifty-year period. The study area is the Tanana Valley State
Forest (TVSF). The TVSF occupies an area of 5523 hectares along the Tanana
River from the Canadian Border to the confluence of the Tanana River and the
Yukon River.

The current inventory for the TVSF is used to develop a starting state for the
model for ten vegetation classes. The model is run with the current climate until the
current stand age for the various vegetation types i3 reached. Then a 50C increase in
mean annual temperature and a doubling in precipitation distributed evenly over the
year is gradually added to the model.

The model was then used to develop an average estimate of the atmospheric car-
bon sequesteri-, 'or the current vegetation distribution of the productive forest
types in the T, ' This value was estimated as 392 g m-2 yr-1 for a 490,000-hectare
area of interior Alaska.

INTRODUCTION the landscape which is derived from traditional forest in-
The role of boreal forests in the global carbon cycle is ventories of the landscape in question.

unclear at this time. The boreal forest could either be a net Recent inventories of the vegetation of interior Alaska
source or sink for atmospheric CO2 . It has been suggested now give us the potential to start to develop precise es-
that the boreal forest could represent a large sink for timates of the carbon budget over wide areas of the state.
atmospheric CO2 [Tans et al., 19901. Photosynthetic uptake Thes inventories can be used to define the starting state of
by high arctic vegetation was thought to produce the large ecosystem models. By using actual inventories to define the
seasonal amplitude in atmospheric CO2 measured at starting state of the model we should be able to develop a
Barrow, Alaska [Peterson et al., 1986]. This uptake by the more realistic estimate of the effect of global change on the
living plant material combined with the relatively slow de- carbon cycle for large land areas of the borea! forest. Recent
composition rates found in the arctic and boreal forests forest inventories for interior Alaska have included the
[Flanagan and Van Cleve, i983] could result in high latitude upper Yukon River drainage [Setzer, 1987], the Tanana Riv-
ecosystems acting as a net sink for atmospheric CO2. er drainage [van Hees, 1984], and the Susitna River drain-

The problem of estimating the net effect of the boreal for- age [Setzer et al., 1984].
est on the global carbon cycle bec-,es one of estimating
the net uptake of carbon in vegetation, the release of carbon METHODS
through decompsition, and the effect of periodic natural The computer model LINKAGES2 [Pastor and Post,
disturbance on the uptakei/ecomposidon balance over large 1986] was used to estimate the change in carbon dynamics
land areaq. Direct estimates are not viable at this time; there- over a fifty-year period starting in approximately 1990 and
fore ecosystem modeling approaches appear to be the best ending in 2040. The starting climate of the model was set to
answer. These modeling approaches can then be applied to the long-term average climate for Fairbanks. A linear
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Current Ending Carbon Balance*
Forest Type Size class Age Age Acreage 1990 2040

(years) (years) (ha) (Mg ha-1) (Mg) (Mg ha-I) (Mg)

White Spruce Poletimber 70 120 21,909 1.2 26,291 1.0 21,909
Sawtimber 150 200 12,182 1.1 13,400 0.8 9,746

Balsam Poplar/ Sapling 10 60 3,727 2.9 10,808 1.6 5,963
White Spruce Poletimber 50 100 12,545 10.5 131,722 -0.3 -3,764

Sawtimber 125 175 3,591 1.6 5,746 -0.4 -2,298

Hardwood Sapling 10 60 45,136 2.9 130,894 3.6 162,490
Poletimber 75 125 115,045 2.6 299,117 .0.3 -34,514

Hardwood/ Sapling 10 60 111,545 2.5 278,862 3.4 379,253
White Spruce Poletimber 50 100 158,364 6.5 1,029,366 0.2 31,673

Sawtimber 125 175 9,273 0.9 8,346 0.3 2,782

Totals 493,317 1,934,522 573,240
g Cm-2  392 116

*Positive values indicate a net uptake of carbon by the vegetation?

Table 1. Estimated Carbon Balance for Portions of the Tanana Valley State Forest in the years 1990 and 2040. These vegetation types repre-
sent 68% of the total forest area of 727,272 ha.

increase was applied to the mean annual temperature and to- Fire was not included as a factor in the model runs.
tal precipitation over the fifty-year period of the simulation. Although this restriction is unrealistic it was felt necessary
The climate was changed to represent a 50C increase in because of our current inability to predict which vegetation
mean annual temperature and a 100% increase in mean types will burn over the next fifty years. The results will be
annual precipitation. The increase in temperature and pre- discussed with regard to this restriction.
cipitation was evenly distributed over the entire year.

LINKAGES2 was able to successfully reproduce stand RESULTS
development and current above-ground biomass, tree basal Changes in the carbon uptake and release are shown for
area, and foliage biomass for geographic regions in which the Hardwood/White Spruce Poletimber vegetation type in
the model was calibrated [Pastor and Post, 1986; Yarie, Figures 1 through 3. For this type the model was run for an
19891. This was accomplished by growing individual trees initial 50 years to generate a hardwood-white spruce pole-
in relation to the environmental factors of light, moisture, timber stand that could have developed over the past fifty
temperature and nitrogen availability. Ecosystem carbon years. This same procedure was followed for all of the veg-
dynamics are then estimated by using a carbon concentra- etation types with climate change occurring at the current
tion of 45% and applying it to the appropriate above-ground stand age (Table 1). The climate change scenario was
tree growth and decomposition processes. applied over the fifty-year period from year 50 to 100. If

The LINKAGES2 model currently does not estimate root production is ignored, at stand age 70 this vegetation
below-ground production. For the purposes of this analysis type switches from being a carbon sink to a carbon source
it was assumed that below-ground production was equal to (Figure 1). If root production is assumed to be equal to
above-ground production. This assumption has been shown shoot production then this vegetation type is always a car-
to be generally applicable [Shipley, 1989]. bon sink (Figure 2). The importance of obtaining good

The analysis reported here utilizes forest inventory sta- estimates of root production can be seen from this analysis.
tistics [State of Alaska, 1987] reported for the portion of the The carbon balance for the total area under study is cal-
Tanana River drainage contained within the Tanana Valley culated in Table 1. it is estimated that almost 2 x 1012 g of
State Forest (TVSF) to help define current vegetation struc- carbon will be removed from the atmosphere in 1990 over a
ture and vegetation type distribution. Current vegeta'ion land area of 493,300 ha in interior Alaska. This is equivalent
structure was simulated to produce a stand of the appropri- to 392 g m-2. As these systems age this figure drops to 116 g
ate age class (Table 1) prior to applying the climate change m-2 in the year 2040 or a total of 6 x 1011 g of carbon in
scenario. Ten vegetation classes were defined from the 2040. This later estimate represents an underestimate of the
TVSF inventory report (Table 1). These ten classes repre- potential uptake by vegetation from the atmosphere because
sented 68% of the total area (727,272 ha) of the TVSF. The some of these systems will bum and revert back to a more
additional 32% was occupied by vegetation classes (Black productive state.
Spruce (21.2%) and non-forest (10.8%)) that can not be Stand development from 10 years following disturbance
adequately modeled by the current version of the to stand age 60, with climate change included during this
LINKAGES2 model. period, is shown in Table 2. The model predicts that at ten

437



HARDWOOD/WHITE SPRUCE POLETIMBER HARDWOOD/WHITE SPRUCE POLETIMBER
ABOVEGROUND BIOMASS ONLY INCLUDING ROOT PRODUCTION
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Figure 1. Net uptake of carbon by the above-ground vegetation Figure 2. Net uptake of carbon by the above- and below-ground
(Input) and carbon release thiuigh decomposition (Output) for the vegetation (Input) and carbon release through decomposition (Out-
hardwood/white spruce poletimber vegetation class. (Cimate put) for the hardwood/white spruce poletimber vegetation class.
change started in year 50 and ended in year 100. When inlut ex- Below-ground production was estimated as equal to above-ground
ceeds output the ecosystem acts as a sink for atmospheric carbon production. Climate change started in year 50 and ended in year
and when output exceeds input the ecosystem acts as a source for 100. When input exceeds output the ecosystem acts as a sink for
atmospheric carbon, atmospheric carbon and when output exceeds input the ecosystem

acts as a source for atmospheric carbon.

years following disturbance the Hardwood Sapling vegeta-
tion class will already be sequestering 2.5 Mg ha-i yr-i of at-
mospheric carbon. This sink goes to a maximum of almost Year Carbon Balance
10 Mg ha-i yr-I at stand age 30 before dropping to 3.4 Mg (Mg halanc
ha-I yrl at age 60. So for the first 60 years after disturbance (Mg ha'__ *

this vegetation type acts as a net sink for atmospheric CO 2.
10 2.5

DISCUSSION 15 4.6
The TVSF 'as not selected because it is typical of the 20 6.4

interior of Alaska, but because inventory statistics were 25 7.3
available for a relatively large land area. The black spruce 35 9.3

vegetation type is under-represented in the forest and was 40 7.6
not included in this modeling scenario. When compared to 45 6.3
other forest types, black spruce sites pose more difficult 50 6.5
problems !n trying to predict the effects of climate change 55 4.6
with potential vegetation type changes and significantly 60 3.4
more completed soil dynamics. This analysis can then only *A positive number indicates net uptake of atmospheric carbop by
be considered to be representative of the more productive the ecosystem.
vegetation types within the naterior of Alaska.

The importance of obtaining a good estimate of root pro-
duction is obvious (Figures I and 2). Depending on the val- Table 2. Ecosystem carbon balance for the Hardwood/White

Spruce Sapling Vegetation Class from age 10 (1990) to age 60
ue assigned for below-ground productivity, the boreal forest (2040).
can be shown to be either a source or sink for atmospheric
carbon. For example in the case of the Hardwood/White
Spruce Poletimber vegetation type a 15% reduction in the these stands. The sapling size classes will accumulate much
amount of root production results in this vegetation type more carbon at the peak of the growth curve than indicated
switching from a net sink to a source for CO2 at stand age in Table 1. Table 2 shows the carbon balance values over
100. the fifty-year period of interest for the Hardwood/White

Table 1 does not present the total accumulation of carbon Spruce sapling vegetation class. From year 10 to 60 the
over the fifty-year period but simply indicates the annual average yearly balance is 620 g . .-2, almost two times
carbon balance for two specific years in the development of higher than indicated for the two yearly estimates presented
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HARDWOOD/WHITE SPRUCE POLETIMBER
ECOSYSTEM CARBON BALANCE The effect of disturbance should be a positive one from

10 the standpoint of carbon balance. A fire will not completely
transform all standing carbon stores to a gaseous state. In

8 Ifact the large majority of live standing carbon stores will re-
8 Imain on the site after disturbance. It is relatively rare that

the tree boles will be destroyed in a fire, and the destruction
6 of the forest floor will also be patchy.

The current area occupied by sapling size class types is
33% of the forest area (Table 1). Another 20% of the area is

2m classified as black spruce sapling which was not included in
z this analysis. This percentage of the area represented by sap-
M 2. ling size classes can be considered to be representative of

the long-term fire-dominated age structure of the landscape,
These values are also consistent with the age structure of

0. other large areas of land within the interior of Alaska [Yarie,
1981]. The yearly estimates of carbon sequestering for the

-2 sapling size class of the modeled vegetation types is estimat-
ed to be close to 500 to 600 g m-2. A true landsape average
may be slightly lower than this value when black spruce

-44. types are included, but burning a black spruce type will re-
0 50 100 150 200 250 300 sult in an increase in CO 2 capture for that type by moving

YEAR back in succepsion to a hardwood-dominated stage. De-
Figure 3. The ecosystem carbon balance (Input-Output from Fig- composition will increase some but still be primarily limited
ure 2) for the hardwood/white spruce poletimber vegetation class.
Climate change begins in year 50 (1990) and ends in year I00 by the organic matter chemistry. Therefore old black spruce
(2040), the shaded area. This vegetation type iz a sink for systems may be very close to at balance with the environ-
atmospheric carbon for the next fifty years. ment and have no effect on atmospheric CO2.

in Table 1. At the peak growth phase of this vegetation type CONCLUSIONS
it will capture almost 10 Mg ha-l yr-i. The other two vegeta- A modeling analysis was performed for a landscape area
tion types that represent approximately 100% of the study equal to 493,317 hectares of productive forest in interior
area will capture about 6.5 Mg ha-I yr 1 at age 50 for the Alaska. The analysis indicates that over the next fifty years,
Hardwood/White Spruce vegetation class and 2.5 Mg ha-1  assuming a climate change of 50C increase in mean annual
yr- for the. Hardwood poletimber vegetation class at year temperature and a doubling in precipitation evenly dispersed
75. The three sapling size class vegetation types will capture over the year, the average rate of carbon sequestering by the
approximately 9 to 10 Mg ha-i yrl 25 to 30 years after dis- vegetation should be between 392 and 116 g m-2 yrl. The
turbance. These values represent a substantial sink for CO2 actual value should be closer to the upper limit reported here
in young developing vegetation types. when the effect of periodic burning is considered.
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ABSTRACT
SClimate changes can influence the input of meltwater from the polar ice sheets.

In Antarctica, signatures of meltwater input during the Holocene may be recorded
in the betithic fossils which exist at similar altitudes above sea level in emerged

QT) •beaches zzound the continent. Interpreting the fossils as meltwater proxy records
___ would be enhanced by understanding the modem ecology of the species in adjacent

marine environments. Characteristics of an extant scallop assemblage in West
McMurdo Sound, Antarctica, have been evaluated across a summer meltwater gra-
dient to provide examples of meltwater records that may be contained in proximal
scallop fossils. lItegrating environmental proxies from coastal benthic assemblages
around Antarctica, over ecological and geological time scales, is a necessary step in
evaluating the marginal responses of the ice sheets to climate changes during the
Holocene.

INTRODUCTION FOSSIL BENTHIC SPECIES IN AN

During the last 10,000 years ("the Holocene") the Ant- EMERGED HOLOCENE COASTAL TERRACE

arctic ice sheet margins have retreated around the continent. AROUND ANTARCTICA

In West Antarctica, the George VI Ice Shelf and Ross Ice Fossil deposits in emerged Antarctic beaches have been

Shelf retreated until 6000 years B.P. [Clapperton and Sug- recognized since the beginning of this century [David and

den, 1982; Denton et al., 1989]. In East Antarctica, the ice Priestly, 1914] and have been used mainly for interpreting

sheet along Wilkes Land also retreated during the middle the emergence of coastal areas around the continent. Radio-
Holocene [Domack et al., 19911. The above ice sheet carbon ages of these fossils have been derived from ver-
retreats could have been influ;enced by warmer temperatures tebrate species which are known to migrate onto land
in Antarctica, as suggested by the relatively negative 8180 [Cameron and Goldthwait, 1961; Nichols, 1968], and spe-
values recorded around 6000 years B.P. in the Dome C ice cies that are restricted to the marine environment (Table 1),
ccre from West Antarctica [Lorius et al., 1979]. primarily the bivalve molluscs Adamussium colbecki and

This warming period that may have influenced the Ant- Laternula elliptica. This latter group of species provide
arctic ice sheets is thought to have been a global "climatic more accurate temporal constraints on beach emergence
optimum" in the Holocene [Imbrie and Imbrie, 1979; Robin, because their ranges are limited by sea level.
1983; Grove, 1988]. Although the impact of Holocene cli- There are difficulties associated with correcting the "old"
mate changes on the Antarctic ice sheets would be difficult age of the radiocarbon reservoir in the Southern Ocean
to detect from the volume of meltwater in the Southern [Stuiver et al., 1981; Omoto, 1983; Domack et al., 19891.
Ocean [Labeyrie et al., 1986], there may have been melt- There also are gross tectonic differences that exist around
water pulses along the continental margins that could be Antarctica [Craddock, 1972]. Because of these reasons, fos-
used to interpret ice sheet variations. The purpose of this sils in Antarctic beaches only have been interpreted region-
paper is to consider a database that has yet to be developed ally [Clapperton and Sugden, 1982; Yoshida, 1983;
to assess Antarctic ice sheet marginal melting during the last Adamson and Pickard, 1986; Denton et al., 1989]. The cir-
10,000 years. cumpolar distribution of the fossils (Table 1), however, may
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provide a framework for assessing ice sheet marginal melt-
Location Height' Age2  Reference ing around the continent associated with climate changes

(in) (14C yr B.P.) during the Holocene.

King George Island Shotton ECOLOGY OF AN EXTANT SCALLOP
(620S, 580W) 3.5 8790-9670 et al., 1969 POPULATION IN AN ANTARCTIC

NEARSHORE MARINE ENVIRONMENT
Antarctic Peninsula Clapperton and Adjacent to fossil assemblages in the -merged beaches
(72°S, 68°W) --- 6930-7200 Sugden, 1982 there are extant benthic assemblages which contain the same

Syowa Coast species, such as Adamussiwn colbecki and Laternula ellip-
(690S, 390E) 0.8-15 1450-10250 Omoto, 1977 tica (Table 2). Explorers Cove (Figure 1), at the base of

Taylor Valley in west McMurdo Sound, is a model habitat
Syowa Coast where A. colbecki occurs as a living population in the near-
(69°S, 390E) 0.8-15 2040-8370 Yoshida, 1983 shore (ess than 30 meters depth) marine environment and as

fossils in the surrounding beaches.
Vestfold Hills Adamson and During the summer, meltwater from the sea ice and
(68°S, 780E) -- 2410-9t,.0 Pickard, 1983 nearby glaciers creates a buoyant hyposaline lens at Explor-

Vestfold Hills Zhang and ers Cove that extends 5 to 10 meters [Berkman, 1988]. Iso-
(68 0S, 780E) 3-15 3500-6000 Peterson, 1984 lated measurements in this meltwater lens indicate that it has

a salinity of 1.5 %o [Jackson et al., 1979] and temperature of
Explorers Cove Stuiver et al., -0.20C [Stockton, 1984] in contrast to the underlying sea-
(770S, 163-E) 0.5-8.1 4620-6350 1981 water which was 34.2 %oand -1.80C.

Adamussium colbecki, the Antarctic scallop, was col-
Terra Nova Bay Stuiver et al., lected from above and below the hyposaline lens at Explor-
(74-S, 163-E) 7020 1981 ers Cove from 3 to 27 meters during the 1986-87 austral

Terra Nova Bay Barori and summer [erkman, 1988, 1990]. These scallops provide
(74 0S, 163-E) 0.2-37 1840-6815 Orombelli, 1989 information on the impacts of meltwater on nearshore polar

benthic assemblages.

Table 1. Emerged Holocene beach sites around Antarctica.
I Dashes indicate no beach height measurements were made. Scallop Population Characteristics
2Uncorrected radiocarbon ages determined from marine benthic In general, scallop densities were higher and small scal-
invertebrate fossils in the emerged beaches (primarily the bivalves
Adamussium colbecki and Laternula elliptica along with other mol- lops (<40 mm in shell height) were absent above 10 meters
luscs, barnacles and calcareous worm tubes). (Table 3a). A multiple discriminant analysis [Pielou, 1977]

was used to reduce these data and to expose mutual rela-
tionships of the scallops at different depths.

This multivariate statistical technique is based on a data
Location Bivalve Densitiesl Reference set comuposed of n variables and m measurements that is

A. colbecki L. elliptica transformed into a new set of k < n linearly independent and
(# m2 ) (# n- 2) additive equations (discriminant functions) which can be

used for classifying the measurements into groups [Green,
Antarctic 1971]. The A discriminant functions are created by sub-
Peninsula Stout and tracting the X eigenvalues across the main diagonal of the B
(720S, 68°W) - 75 Shabica, 1970 original variable vectors such that A - %B = 0 [Strang,

19801. Each of the discriminant functions is approximately
Syowa Coast Nakajima distributed as a chi-square [Rao, 1952] and the first discrim-
(69°S, 390 E) 112 --- et al., 1982 inant function is inclined in the direction which describes

Kerguelen Island the greatest variability in the data set [Buzas, 1971).
(49-S, 68-E) -- 140 Beurois, 1987 The multiple discriminant model (Table 3b) of the scal-

lop density and size variables in Table 3a was generated on

Vestfold Hills Tucker and an IBM-compatible personal computer with software devel-
(78°S, 68°E) several --- Burton, 1987 oped by Statgraphics Inc. The relative contributions of the

coefficients (variables) in the four discriminant functions are
Tenr Nova Bay Taviani and shown in Table 3c. This model indicates that there were two
(74°S, 163°E) 10 --- Amato, 1989 distinct scallop groups above and below 10 to 15 meters

Explorers Cove depth (Figure 2).
(770S, 1630E) 90 --- Stockton, 1984 A corresponding depth change in the proportion of scal-

lops (>65 mm in shell height) with epizooic macrofaunal
Explorers Cove species on their shells also was observed above 10 meters
(77S, 163°E) 55 --- Berkman, 1990 (Figure 3). This depth distribution of the epizooic species at

Explorers Cove, including bysally attached small scallops
Table 2. Extant bivalve mollusc densities around Antarctica. which developed from planktotrophic larvae [Berkman et
IDashes indicate no measurements were made. al., 1991], may have been influenced by hydrochemical gra-
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SIZE VARIABLES
Depth Density Mean Skewness Range

(in) (# mn2 ) (mm) (mm) (mm)

3 40 74.0 -0.39 38.3 (53.4 - 91.7)
3 49 74.8 -1.42 51.0 (40.5- 91.5)
3 37 74.2 -0.04 27.8 (61.2- 89.0)
3 42 74.8 -0.67 36.1 (52.2- 88.3)
6 36 80.3 -0.24 28.9 (63.4- 92.3)
6 23 71.6 -0.80 46.6 (45.0- 91.6)
6 27 76.8 -027 35.3 (57.2- 92.5)
6 2) 73.7 -0.70 33.1 (51.4- 84.5)

10 8 76.4 -1.64 19.1 (63.5- 82.6)
10 55 73.4 -2.90 76.7 ( 9.8- 86.5)
10 44 74.4 -0.90 49.7 (42.8- 92.5)
10 32 69.4 -2.54 80.9 ( 7.5- 88.4)
15 24 69.4 -2.17 93.5 ( 4.0- 97.5)
15 24 69.8 -1.80 87.6 ( 5.9- 93.5)
15 38 69.2 -2.03 89.4 ( 4.3- 93.7)
15 26 70.8 -2.36 78.5 ( 9.1 - 87.6)
21 19 64.6 -1.77 88.8 ( 4.5- 93.3)
21 23 65.1 -1.45 87.1 ( 5.4 - 92.5)
21 28 59.4 -1.25 79.8 ( 6.6- 86.4)
21 14 57.3 -0.97 76.9 ( 6.5- 83.4)
27 24 64,8 -1.89 44.0 (42.7- 86.7)
27 22 62.6 -1.26 59.0 (23.5- 82.5)
27 20 55.7 -0.89 84.6 ( 5.4- 90.0)
27 0 (zero scallops)

Table 3a.Adamusium cotbeck density and size characteristics at Explorei Cove, Antarctica, during 1986/1987.

Cumulative
Discriminant Percentage of

Function Eigenvalue Discrimination X2 D.F. Probability

1 132965 82.07 76.91 20 <0.001
1.5876 91.87 31.69 12 <0.002

3 1.1657 99.07 15.53 6 <0.017
4 0.1512 100.00 2.39 2 <0.302

Table 3b. Multiple discriminant analysis of variables in Table 3a.

dients that inhibited their larval survival in shallow water.
The absence of small scallops and rarity of epizooiu spe-

Coefficients Discriminant Functions cies, along with the transition between scallop depth groups
1 2 . 4 above 10 meters, is reminiscent of a physical boundary

influencing nearshore benthic zonation. In east McMurdo
Mean Size 0.18 -0.39 1.03 0.19 Sound, for example, the marked zonation of species in shal-

zeRange - 0iow water has been related to the presence of anchor ice
SizeRange -1.58 -0.09 10.9 0.7! [Dayton et al., 1969, 1970] which may vnry over decadal
Size Skewness -0.40 -0.88 0.85 0.57 time scales [Dayton, 1989]. Temperature-salinity gradients
Scallop Density 1.27 -0.09 -0.83 0.57 also can influence benthic zonation, as has been observed in

estuaries [Carriker, 1951], fjords [Fleming, 19501 and the
Table 3c. Coefficients in the multiple discriminant model. Arctic [Andersin et al., 1977; Kautsky, 1982]. If the melt-
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water lens at F-plorr -. Cove was influencing the nearshore 800 t _ MODERN A____,_._,__i

benthic zonation in tl,. mobile scallop population, then there 700 T (4.M o cm secticnyk"'

may be corresponding physical-chemical differences in the E "
scallopl, themselves. 60-

~-500
Scallop Shell Growth Chronologies 000

Invertebrate growth chronologies, particularly in bivalve
shells, produce patterns that can be interpreted in relation to 30oo

environmental variLtion [Rosenberg, 1980; Lutz and • 200'

Rhoads, 1980]. These growth chronologies also may be pre- 10oo

served in fossil bivalves, as has been observed in the Arctc c•
[Andrews, 1971]. For these reasmas, it is fortuitous that the 0 50 100 150 200 250 300

bivalves Adamussiwn colbecki and Lawcnula elliptica are ARBITRARY BAND NUMBER

the most common macrofossils in the emerged beaches
around Antarctica (Table 1). FOSSIL

Seasonal shell growth patterns in A. colbecki from 600 (4c69 r se:ton)

Explorers Cove indicate individuals that are 100 mm in shell 500
height live about 12 years [Berkman, 19901. These scallops
grow faster during the summer than winter, and in each sea- 0 400

son there. are approximately 12 smaller shell bands (Figure 30

4). These intra-seasonal shell bands may coincide with a z 300 -

bimonthly physical phenomenon, such as the fortnightly _ 200
tidal cycle which has been observed around the continent
[Robinson et al., 1975; Lutjeharis et al., 1985]. The intra=- 100o

seasonal shell bands, which may be less than 100 mm in o
width during the winter (Figure 4), also can be resolved in 0 50 100 150 200 f,50 300

fosril scallops from adjacent emerged beaches (Figure 5). ARBITRARY BAND NUMBER

Sca.lop growth rate changes could be calculated as the Figure S. Resolution of shell-bands digitized across arbitrary sec-
first derivative of the exponential growth curve [Jonas 1981; tions of a modem shell from the nearshore marine environment and
::quation 1]: a fossil shell from the adjacent beach at Explorers Cove, Ant-

arctica. based on JEOL JSM-820 Scarning Electron Microscope

dy/dt = aekt (1) images.

Figure 4. External summer (wid-) and winLer (.iarrow) shell growth oanes from the Antarctic scallop, Adamussium colbecdi, imaged with a
JFOL JSM-823 acanning Electro n Microscope.
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wherc t is the time '- years, y is the shell height, e is the analyses of the carbon phases in the Antarctic scallop shell
base of the natura .,ýgarithm, k is a constant determined by were based on the C0 2 evolved during acid digestion (inor-
curve fitting, ant, a = kym,. where Ymux is the maximum ganic carbon phase) and ashing with a muffle furnace at
shell height. Studying shell growth chronologies may pro- 9500C (total carbon). The evolved CO2 gas then was ana-
vide a basis for comparing inter-annual and intra-annual lyzed with the Model 5011 CO2 Coulometer (Conlometrics,
growth variability in nearshore environments around Ant- Inc.).
arctica during different periods in the Holocene. The crystalline characteristics of the Antarctic scallop

shells are shown in Table 4a. Based on a comparison with a
Scallop Shell Composition standard synthetic calcite specimen which has unit cell

Preliminary crystalline and compositional characteristics dimensions of 4.9898 A and 17.062 A [Swanson and Fuyat,
of xallops from Explorers Cove have been determined to 19531, the principal carbonae phase of the Atarctic scallop
provide a basis for interpreting the elemental composition of shell was determined to be calcite. However, the larger aver-
the adjacent fossils in relation to meltwater variation. Shells age size of the unit cells in the Antarctic scallop suggests
(75 ± 5 mm in shell height) were scrubbed with a brush and limited isomorphous substitution in the calcite lattice by cat-
all remaining epizooic species (such as foraminifera, bryo- ions with ionic radii larger than calcium [Berkman et al., In
zoans and barnacles) were scraped from the shell surface review]. As opposed to the interstitial spaces, the elements
using a clean scalpel. The shells were then ultrasonicated in within the unit cells would be in the most stable positions in
double distilled demineralized water. The samples were cut the calcite matrix. In addition, calcite itself is relatively
by a diamond surface low-speed rotary saw into 1-cm 2 frag- stable over time compared to other carbonate phases such as
ments that then were systematically ground for several aragonite [Lowenstam, 1954].
hours by an eccentric sliding disc mill. Each bulk shell sam- The coulometric analyses indicate that 11.5 ± 0.2% (n =
ple provided approximately 4 cm3 of fine grained homoge- 24) of the Antarctic scallop shell was carbon with organic
nized powder for analysis. carbon concentrations that were not detectable within the

X-rdy diffraction records of the shell crystalline char- 0.3% precision limits of the analyses. The low organic car-
acteristics were produced using a Philips 1316/90 goni- bon concentrations in the calcitic shells of modem Antarctic
ometor with an XRG 3100 generator operating at 35 kV and scallops suggest that shell decomposition would be minimal
15 Ma with a Ni-filtered copper target [Berkman et al., In and that elemental signatures of environmental variation
review]. Atomic absorption analysis of the shell composi- may be preserved in the shells of fossil scallops which occur
tional characteristics was produced on the Perkin-Elmer in adjacent beaches.
I IOOB atomic absorption spectrophotometcr with samples The trace element characteristics of modem shells from
that had been acid digested according to United States Envi- Explorers Cove tended to decreas,, with depth (Table 4b),
ronmental Protection Agency SW846, Method 3050 which would support the suggestion that there were phys-
(Springfield Environmental Inc., R. Liptak), Coulometric ical-chemical gradients in the nearshore environment at

Unit Cell Axial Crystallite Percent
Dimensions Diameter Calcite

(A) (Jtm)

5.008 ± 0.008 17.14 ± 0.02 1.62 ± 0.03 95.8 ± 2.5

Table 4a. Antarctic Scallop Shell Crystalline Characteristics from the Nearshore Environment at Explorers Cove (+ Standard Error, n = 6).

DEPTH
Element 6 meters 10 meters 21 meters

(ppm) (ppm) (ppm)

Iron 190.7 ± 41.2 75.4 ± 15.2 39.9 * 0.9
Manganese 34.9 ± 7.2 18.1 ± 3.2 12.4 ± 1.0
Copper 12.1 ± 2.3 9.2 ± 0.3 7.8 ± 0.2
Zinc 7.0± 1.8 4.8 ± 0.5 3.0± 0.1
Lead 2.6± 0.1 6.7 ± 1.0 4.6±0.6
Nickel 1.2± 0.1 2.7 ± 0.4 1.9 ±0.2
Cadmium 0.3 ± 0.1 0.7 ± 0.1 0.5 ± 0.1

Table 4b. Antarcdc Scallop Shell Elemental Compositlon from the Neushore Environment at Explore Cove (± Standard ElRr; i ,, 8).
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to interpret because carbon is not incorporated in isotopic
equilibrium [Broecker and Peng, 1982].

2.3- Oxygen and carbon isotopic values, based on homog-
O 6 m (upper) enized samples of the outermost shell-bands from tagged

0 21 m (upper) scallops at Explorers Cove [Berkman, 1990], have been
determined (Figure 6) and were similar to those reported for

2.1o-0 6 m (lower) the shell margin by Barrera et al. [1990]. The relatively neg-
- 21 m (lower) 0 ative 8180 values in the scallop at 6 meters suggests that it

0 was exposed to warmer and ftesher water than the scallop atw
11 1.9 21 meters depth. As a preliminary paleoenvironmental inter-

o pretation, it has been suggested that 8180 values from fossil
scallops at Terra Nova Bay, Antarctica, reflect the impact of
the climatic optimum during the middle Holocene [Baroni etS170 al., 19891

o3 CONCLUSIONS
1.5, Meltwater introduced along the margins of the Antarctic

ice sheets impacts nearshore marine benthic assemblages.
The input of meltwater today, in areas such as Explorers

1.31 I Cove (Figure 7), is analogous to the influx of meltwater dur-
3.2 3.4 3.6 3.8 4.0 4.2 ing periods of climate warming earlier in the Holocene.

18 Population, structural and compositional characteristics6 0 (0/00) of the Antarctic scallop are examples of biological recordsthat could be used for interpreting meltwater impacts. The

Sirzre A, Carbon and oxygen isotopic values from homogenized presence of living and adjacent fossil benthic assemblages
.:amples of the outermost summer shell-band in the upper and in coastal areas around Antarctica (Tables 1 and 2) provides
i , "hell valves of tde Antarctic scallop, Adamussium colbeck4 a foundation for interpreting these biological records in rela-
f'am 6 xad 21 meters depth at Explorers Cove. These analyses tion to continent-wide meltwater variations during the last
were conducted in the laboratory of R. G. Fairbanks (Lamont-
Dohety Geological Observatory) with a precision of ± 0.05 %o for 10,000 years.
the oxygen and ± 0.03 %o for the carbon isotopes (n=13). Integrating enviroamental proxies from coastal benthic

assemblages in the polar regions, over ecological and geo-
logical time scales, can be used to assess the responses of

Explorers Cove that were impacting the scallops. Further the ice sheets to climate changes. This type of integration of
analysis of the elemental constituents across the growing biology and geology is necessary in developing international
margins of the shell with energy dispersive or wavelengti climate researrh efforts, such as the International Geo-
dispersive spectrometry would complement the growth anal- sphere-Biosphere Program.

yses and provide further resolution on inter-annual and ACKNOWLEDGMENTS
intra-annual environmental variations. I would like to thank R. G Fairbanks for providing the

Direct evidence for interpreting temperature and salinity isotope analyses and R. Liptak for providing the trace ele-
variations may be reflected in the ratio of 180/160 and 13C/ ment analyses. I also would like to thank J. C. Nagy for his
12C in the shell carbonate of the scallops [Eisma et al., assistance with the illustrations. This research was gener-
1976]. However, unlike the 8180 values which appear to be ously supported by the Byrd Fellowship from the Byrd
in equilibrium with the environment [Baroni et al., 1989; Polar Research Center at The Ohio State University (con-
Barrera et al., 1990], the 813C values may be more difficult tribution 731).
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EPOS-A New Approach to International Cooperation

G. Hempel
Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany

ABSTRACT
130 marine biologists and oceanographers from 11 Western European countries

participated in the European ?olarstern Study (EPOS) jointly organized by the Fed-
eral Republic of Germany (through Alfred Wegener Institute for Polar and Marine
Research) and the European Science Foundation. The icebreaking research vessel
Polarstern operated in the Weddell Sea from October 1988 to March 1989. Each of
the three legs was headed by a German scientist in charge and by a foreign sci-
entific advisor.

The first leg started under late winter conditions and was devoted to the role of
the sea ice in the pelagic system and to the sea ice biota themselves. Leg 2 studied
the retreating ice edge and the open water in front of it during spring, particularly
the relation of the phytoplankton blooms to the physical structure and chemistry of
the surface water and to the grazing by krill. Leg 3 concentrated on taxonomy and
eco-physiology of invertebrates and fishes at the sea bed of the eastern Weddell
Sea.

EPOS was meant to provide Antarctic research opportunities to European coun-
tries with little experience in Southern Ocean studies and to foster the exchange of
knowledge and ideas between European marine biologists of different scientific
background and interests. Therefore, the teams of the various projects on board
were normally multi-national in order to ensure a maximum of interaction. This has
been continued in a number of post-expedition workshops and by international
fellowships.
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Estimation of Matter Fluxes in the River-Sea and
Ocean-Atmosphere Systems for Okhotsk and Bering Seas

V. V. Anikiev, A. V. Alekseev, A. N. Medvedev, and E. M. Shymilin
Pacific Oceanological Institute, Far East Branch, Academy of Sciences of the U.S.S.R., Vladivostok, U.S.S.R.

ABSTRACT
The matter fluxes from continental and anthropogenic sources to sea take place

by river discharge and atmospheric precipitation.
The estimation of this flux may be done on the basis of a single concept, but it

has its own specific character in both cases: (1) the time-space changeability of the
matter distribution in sea components is connected with the complex gradients of
hydrophysical, physico-chemical and hydrobiological characteristics of the water
mass, by name "biological barrier"; (2) the "altitude" and stability of this bio-
geochemical barrier are determined by short-period (from seconds up to one year)
geochemical processes; and (3) it is very interesting and important to estimate not
only the matter fluxes on the continent under the motion of water and air, but also
the intensity of accumulation on the biogeoch,,Dical barrier.

It is necessary to do the next complex of inves,'*Eations on the coast and aquatory
of the Okhotsk and Bering Seas. This will include: (1) the synchronous registration
of physical, chemical and biological characteristics in the river-sea and ocean-
atmospbere systems to determine the transport and transformation of existing forms
of matter, (2) observadons of the distribution of natural and pollutant matter (such
as heavy metals, oil and polycyclic aromatic hydrocarbons, artificial radioisotopes,
etc.) in the estuaries, atmosphere, shelf zones and open sea regions; and (3) calcula-
tions of the matter fluxes between the different components of the sea.
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Investigations of Scales of Changeability
of Biogeochemical Processes on the Okhotsk Sea Shelf

V. V. Anikiev, 0. V. Dudachev, T. A. Zadonskaya, A. P. Nedashkovski, A. V. Pervushin,
S. G. Sagalaev, D. A. Chochlov and V. V. Yarosh

Pacific Oceanological Institute, Far Eastern Branch of the U.S.S.R. Academy of Sciences, Vladivostok, U.S.S.R.

ABSTRACT
Complex investigations of spatial-temporal changeability of biogeochemical

processes and parameters were conducted on the north-eastern shelf of Sakhalin.
They included: (1) transformation of the size and chemical composition of par-
ticulate matter by hydrophysical and biological factors; (2) the shift of equilibrium
into the carbonate system of water masses in relation to variab' ),hysico-chemical
and biological parameters; and (3) change of biomass ar, . Decies phyto-
zooplankton and the same amount of primary production conneý -' vith fluctua-
tions of hydrophysical, physico-chemical and biological character.. °cs of water
masses.

Observations conducted during the last 3 years in different seasons, apart from
winter, were by way of polygon survey and daily stations. Mathematical treatment
of the data made it possible to estimate quantitatively *he correlation between separ-
ate parameters and to identify the influence of severa. - ernal factors on their spa-
tial-temporal changeability: seasonal variations; the significance of the Amur river
discharge; tidal motion of waters; steady circulation; invasion of CO2 from low-
temperature hydrothermal sources on the sea bottom.

The obtained dependencies can be used for forecasting possible ecosystem
changes during the industrial exploitation of the oilfield.
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Long-term Monitoring of Airborne Pollen in Alaska and the Yukon:

Possible Implications for Global Change

J. H. Anderson
Institute of Arctic Biology, University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
/Airborme pollen and spores have been sampled since 1978 in Fairbanks and 1982
in Anchorage and other Alaska-Yukon locations for medical and ecologica" ur-
poses. Comparative analyses of pre- and post-1986 data subsets reveal that after
1986 (1) pollen is in the air earlier, (2) the multiyear average of degree-days pro-
moting pollen onset is little changed while (3) annual variation in degree-days at
onset is greater, (4) pollen and spore annual productions are considerably higher,
and (5) there is more year-to-year variation in pollen production. These changes
probably reflect directional changes in certain weather variables, and there is some
indication that they are of global change significance, i.e., related to increasing
atmospheric greenhouse gases. Correlations with pollen data suggest that weather
variables of high influence are temperatures during specific periods following pol-
len dispersal in the preceding year and the average temperature in April of the cur-
rent year. Annual variations in pollen dispersal might be roughly linked to the 11-
year sunspot cycle through air temperature mediators. Weather in 1990, apparent
pollen production cycles under endogenous control, and the impending sunspot
maximum portend a very severe pollen season in 1991O$he existing but unfunded
aerospora monitoring program must continue in of Uer to test predictions and
hypotheses and as a convenient, economical indicator of effects of climate change
on biological systems and human well-being in the North.

INTRODUCTION stand and manage the significant public health problerms
"Ile dominant trees and shrubs and the grasses, sedges posed by pollen and spores as axoallergens. It is further

and some other herbs in Alaska and the Yukon release large enhanced by the relative ease and low cost of sampling. A
amounts of pollen for aerial transport. The less conspicuous general objective of this article is to indicate potential value
but ubiquitous molds and other fungi release larger amounts in the continued long-term monitoring of airborne pollen
of spores during most of the snow-free period. These micro- and spores in Alaska and adjacent Canada.

Although the multiyear data set now available representsscopic entities, known collectively as the aerospora, have ,nly a few years and is only partially analyzed, major
been sampled since 1978 in an aerobiology program con- iual and longer-term variations in the aerospora are
cerned with immunological, public health and ecological .oming evident. Specific objectives of this article are (1)
issues. A central ecological issue is annual pollen and spore to introduce some features of the annual variations, (2) to
dispersal as a function of certain weather variables and an show changes in annual variations after 1986, (3) to present
indicator or predictor of vegetation responses to directional a preliminary correlation analysis suggesting specific
changes in those variables, i.e., to climate change. weather variables influencing pollen dispersal, and (4) to

The aerospora is an important biometeorological phe- discuss possible i-nplications of observed aerospora changes
nomenon and a prime candidate for long-term monitoring. for short-term climate changes that might be of global
This candiday is enhanced by the need for data to under- change significance.
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This work is strictly preliminary and somewhat spec- grains followed by continuing and generally increasing
ulative because the lack of funding and investigator corn- appearances in daily samples. Annual production is the total
pensation has sorely restricted sample processing and of a taxon's daily average concentrations for the season.
precluded any computerization and efficient analysis of aer- Peak concentration for a taxon is its highest daily average
ospora or accessory weather data. concentration in a season.

No sampling was done in 1979 and 1980. For 1978 and
METHODS 1981, when gravimetric samplers only were used, and for

Gravimetric aerial samples were obtained as early as 1990 for which Burkard samples have not been processed,
1978 in Fairbanks [Anderson, 1984], and volumetric sam- volumetric productions were estimated. Estimates were
pling with Burkard instruments began there and in Anchor- extrapolations from gravimetric data based on high correla-
age, Palmer and Juneau in 1982 and Wbitehorse in 1984 tions between gravimetiic and volumetric data in eight other
[Anderson, 1983, 1985, 1986]. This provides minimal repre- years when both kinds of sampler were used side by side.
sentation for the four most populated bioclimatic regions, The main aerial pollen taxa in Fairbanks and Anchorage
southeastern, south-central and interior Alaska and southern are early alder = Alnus tenuifolia; willow = Saoix spp.; pop-
Yukon. Most of the data , sed in this article derive from the lar/aspen = Populus balsamifera and P. tremuloides; birch =
sampler on the Arctic Health Research Building on the uni- Betula papyrifera, mostly, and B. glandulosa; alder = Alnus
versity campus in Fairbanks. Anchorage data are from the crispa; spruce = Picea glauca and P. mariana; and grass =

sampler on Providence Hospital in 1982-83 and on the Gramineae, moctl] ýalamagrostis canadensis, Bromus iner-
nearby university administration buildhig since then. With mds and Hordeum jubatum. Lesser taxa allocated to other
only one sampler available per region, estimates of within- pollen are larch = Larix laricina, pine = Pinus contorta,
site variability are lacking. A region's sampler was located Juniperus spp., Chenopodium alb:mn, Plantago major, Pru-
to obtain as good a mix of regionally important pei;n and nus spp., Shepherdia canadensis, Cyperaceae, Artemisia
spore taxa as it would haý'.. it- the author's judgment, at any spp. and several others. Some .seci.s are identified not by
other location, the distinctiveness of their pollen at t'aat taxonomic level but

Servicing the samplers, p (. :-sing samples in the labor- by their exclusive or near-exclusive representation in the
atory, and microscopy are stanuard or have been described surrounding vegetation.
elsewhere [Ogden et al., 1974; Anderson, 1985]. Basic data VARIATIONS IN POLLEN PRODUCTION
generated for each taxon are daily average numbers of pol-
len grains or spores per cubic meter of air. Sampling begins Figure 1 shows the ranges of aerial pollen production in
in April and continues into August or later, and well over Fairbanks between taxa and over the years within taxa. The
100 daily samples per location per year are obtained. left bar for a taxon indicates its highest annual production,

Pollen onset day and pollen and spore annual production read on the logarithmic scale, and the year of that pro-
are the primary aerospora variables in this article. Onset for duction. With the year is the percentage of that production
a taxon is defined as the first day of apparently fresh pollen of the highest of all, bir.h in 1987. Lower in each highest-

production bar is the highest peak concentration, also read
on the vertical scale, and its year.

The right bar of each pair indicates the lowest annual pro-
€J, duction of the taxon and year of occurrence. Here the sec-
M 0 ond figure is the percentage of the highest production of the

,00 taxon indicated by the left bar. Within each lowest-
_" z a. production bar is the lowest peak concentration and year.

<• 0. MThe following observations concerning Figure 1 are par-
0 5000 • ticularly interesting.

< <: o - (1) Maximum and mininmum annual productions range
2000, CLo12 .j widely between taxa. Birch pollen production has been

Fo nearly 100 times the grass maximum, even while grasses are
Sfairly abundant in the area of the sampler. Spruce trees are

") 500- 84, 3a also plentiful, but spruce vollen, the second most abundant
:' o type, has reached only 26 percent of the maximum amount

"" produced by birch. Minimum productions range from only
Ch 200- 6 ;2 60 grains in early alder in 0981 to about 1200 in the upland

< 83 alder in 1984 and about 1400 in birch in 1986. Most notable
<t 100

87 5 is the differential variation of pollen production betweent36

z 50 8 taxa through time. The outstanding example is birch and
"', alder. While these are botanically close and have nearly
0 20 identical seasons, their maximum and minimum productions0. M occurred in four different years, as did their highest and low-

10o - " - est peak concelations. This and other cases of differential
variation signify that taxa are responding individualistically

Figure 1. Ranges of annual aerial pollen production and peak daily to endogenous and certain external influences, while they
average concentrations within and between taxa in Fairbanks. See probably are also responding to other environmental var-
text for explanation. iables affecting them simultaneously.
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(2) There is a wide range of within-taxon variation in pol- degree-days at o iset have been fairly constant from year to
len production over the years. The most conspicuous exam- year. This is seen is the low CVs (coefficients of vriance)
pies are birch and spruce with maximum productions for degree-days at onset listed in Table 1 for pre- and post-
exceeding minimums by 20 and 26 times respectively. The 1986 feriods. ligh'.-r CVs are associated with the earlier
least variation is in grass where the maximum seen so far flowering taxa, but igese are statistical consequences of low
has been somewhat less than twice the minimum. Parallel numbers ofdegme days.
large differences in within-taxon peak concentrations are There have, however, been some noteworthy changes in
also seen, even while highest and lowest peak concentra- the degree-days situation since 1986. In all taxa except birch
tions were in different years from maximum and minimum and poplar/aspen, essentially unchanged, degree-days as
productions in nine out of the 16 cases. three-year averages became lower. In willow, spruce and

The complex variability represented in Figure 1 calls for grass the percentage differernces from pre-1986 averages are
continued monitoring of the aerospora to determine any probably statistically significant. Furthermore, annual vari-
more or less regular patterns of annual variation. One pat- adon in degree-days at onset increased after 1986 e:- ept in
tern becoming evident in Fairbanks and seen in other north- poplar/aspen and grass. The latter two negative changes
em countries [Andersen, 1980; Nilsson, 1984; Jtger, 1990] probably are not significant owing to the very low CVs
is the biennial cycle of relatively higher and lower pollen before and after 1986. In the other taxa the CVs are gener-
production in alder and birch. There is possibly also a pat- ally low as well, especially before 1986. But the changes are
tern in spruce, with high pollen production every fourth or relatively greater, and all these increases might be
fifth year separated by years of much lower production. significant.
Such patterns are presumably under some endogenous con-
trol. Endogenous controls will have to be recognized, pref- CHANGES IN POLLEN AND SPORE PRODUCTION
erably through statistical time-series analyses, in order Table 2 lists average annual productions for the seven
conclusively to identify separate environmental contiols. main pollen taxa plus other pollen before and after ' 36.
Beyond that, the statistical basis for identifying environ- Except foe grass, all productions increased. All of the
mental controls will only improve as the data set grows with increases are probably statistically significant, and the big
continued aerospora monitoring. increases in early alder and birch are especially notable con-

(3) Minimum annual productions in all taxa occurred in sidering the roles of these as Alaska's major aeroallergens.
1986 or earlier (Figure 1). Maximum productions occurred Some of the increase in birch pollen might be a function of
after 1986 except in grass and other pollen. Different behav- the increasing size of several trees relatively near the sam-
ior by grass from the woody taxa might be expected because pler. However, the abrupt ;hange between pre- and post-
its season is later and it is influenced by different environ- 1986 productions is not consistent with gradual tree growth.
mental conditions. Other polle i comprises several woody In addition to post-1986 pollen production increases, fun-
and herbaceous taxa flowering frum early spring to late gus spore production has increased substantially too. Much
summer and controlled by several different preceding- and work remains to be done with available samples and data,
current-year variables [Solomon, 1979]. The high other pol- but a comparison for the July 10-31 period was possible.
len in 1983 was due largely to unusual production by larch Average production for this period was higher by 113 per-
and pine. That was probably promoted by favorable mid- cent in two years after 1986 compared with three years
growing season weather in 1982 which caused the high before.
grass production that year (Figure 1). Table 2 indicates the variation from year to year in pollen

production as this is expressed by coefficients of variance.
CHANGES IN POLLEN ONSET As predicted by Figure 1, the latter are rather high. They

Observation 3 above suggested a comparative analysis of reflect the considerable ranges of within-taxon annual pro-
pre-1986 and post-1986 subsets of the 11-year data set ductions expressed by percentages in the right-hand bars in
available for Fairbanks. Exclusion of 1986 data gave a Figure 1. Lower percentages indicate wider ranges. Linear
prominent time break between the two subsets. Also, poplar/ regression of the eight post-1986 CVs against the corre-
aspen and birch poller, production were very low in 1986, sponding percentages yielded a respectable negative correla-
probably abnormally so owing to infestations in 1985 of lar- tion of r = -0.90. Of the post-.986 CVs, five are higher than
vae of the aspen tortrix and spear-. i .rked black moths. the corresponding pre-1986 values, and of these the poplar/

The variable pollen onset and two associated variables aspen, birch and spruce CVs might be significantly higher.
will be examined, then attention will ret..n to annual pro- The apparent big decrease in willow pollen production
duction. Table 1 shows that in all taxa the average day of variation (Table 2) is not significant in view of the low CVs
onset was earlier after 1986 by from four to 12 days. The before and after 1986. Grass has behaved differently again
average was 7.4 days earlier. The change is greatest in the by being the only taxon lo produce less pollen after 1986,
earliest flowering taxa and decreases regularly through later although not much less, and by exhibiting a substantial
taxa to grass, again behaving independently, decrease in annual production variation. Other pollen, a

The variable degree-days at onset is an expression of the mixture of taxa, exhibits a mixed change, to somewhat
early growing season heat input necessary for final floral increased production after 1986 with a substantially reduced
maturation and pollen release [Solomon, 1979]. Positive dif- production variation.
ferences between daily average temperatures and 0°C were
summed to the onset day of each taxon in each year. For a POLLEN DISPERSAL IN ANCHORAGE
taxon, the summation is its degree-days at onset for the year. To the extent t'it work with Anchorage samples and data
In geperal, while onset day has ranged considerably, by has been possible.ehanges in pollen production and timing

•or 14 days in spruce to 20 days in early alder and grass, similar to those ii Fairbanks are evident. Table 3 reports
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Av. Change Av.
Onset Days DDs DDs

Taxon n Day Earlier OC Change CV % Change

Early Alder
pre-1986 3 4/27 5 21
post-1936 3 4/15 12 4 -5% 27 29%

Willow
pre-1986 4 5/3 45 14
post-1986 3 4/24 9 33 -20% 42 200%

Poplar/Aspen
pre-1986 6 5/3 46 1
post-1986 3 4/25 8 46 -1% 10 -9%

Birch
pre-1986 6 5/12 106 7
post-1986 3 517 5 107 0.5% 17 143%

Alder
pre-1986 6 5/11 118 3
post-1986 3 5n7 4 112 -4% 19 533%

Spruce
pre-1986 6 5/24 448 6

post-1986 3 5/20 4 422 -6% 14 133%
Grass

pre-1986 6 6/19 561 3
post-1986 3 6/9 10 477 -15% 2 -33%

Table 1. Pollen onset day characteristics in Fairbanks after 1986 compared with before 1986.

Pre-1986 Post-1986

Taxon n X CV % n X CHNG CV % CHNG

Early Alder 5 >172 98 3 886 4159 104 6%
Willow 6 >250 19 4 288 15% 7 -63%

Poplar/Aspen 6 >602 14 4 o36 39% 35 If':*
Birch 6 5346 42 4 15,357 187% 59 40%

Alder 5 1777 29 4 2227 25% 32 10%

Spruce 6 1843 41 4 3061 66% 97 137%
Grass 3 227 32 3 207 -9% 23 -28%
Other Pollen 4 200 45 3 225 13% 9 -80%

Table 2. Average annual pollen production and its variation in Fa'rbanks after 1986 compared .ith before 1986.

post-1986 increases in the four most important aerial pollen warmth and moisture would be more conducive conditions.
taxa and in fungus spores. The increase in poplar/aspen pol- Five taxa in Anchorage (Table 3) exhibit average onset
len is greater than in Fairbanks, in biir.h much less, in alder days earlier after 1986 by numbers of days comparable to
somewhat less, and in spruce virtually the same. The enor- Fairbanks. Poplar/aspen and grass are earlier by the same
mous increase in fungus spores is certuinly an exaggeration amourt in both places, while the other three taxa are rel-
owing to insufficient work with the samples. However, it atively earlier in Anchorage than Fairbanks. Actual average
does indicate conditions in May considerably more con- onset days vary moderately and differentially between both
ducive to fungus growth than before 1986. Increased places.
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Annual Average Average High Low
Taxon Prod'n Onset Day Onset Day Days All Years Years

Increase Before After Earlier Years Only Only
Average Temp. During n = 8 4 4

Poplar/Aspen 69% 4/27 4/19 8
Birch 6% 5/12 5/2 8
Alder 10% 5/15 5/3 12 March -0.10 -0.34 0.57
Spruce 63% 5/25 5/19 6 April 0.62 0.85 0.90
Grass na 6/17 6/7 10 May 0.24 0.78 0.80
Fungi 1705% na na - 14 days preceding onset -0.34 -0.46 0.20

(May only) First 10 days of production -0.6G -0.49 -0.07
First 2 weeks of production -0.464 -0.57 -0.43

Table 3. Some pollen and spore r•spersal characteristics in 5 highest-concentration days -0.71 -0.56 0.01
Anchorage after 1986 compared wit 'ore 1986. 10 highest-concentration days -0.73 -0.68 -0.26

IMigh Low Table S. Annual birch pollen production in Fairbanks as a function
A i Y Lew of eight current-,. tr variables.

Years Only OnlyAverage TeYp. During n = 8 4 4 temperature variables. There are no correlations where ali
production data are treated together, but there are two or
three in the high- and low-year subset columns. Birch pollen

July 0.47 0.63 0.69 production in high years correlates with i.verage temperature

August -0.04 -0.03 0.62 in the second week after the main birch pollen season in the

Week I after Em1l 0.54 0.15 0.28 preceding year (r = 0.87) and with the average temperature
Week 2 after E, 0.76 0.15 0.54 in April of the cuaent year (r = 0.85). Production in low
Week 2 after Em 0.76 0.7 0.54 years coffelatas highly with temperatures somewhat later in
Weeks and 2 after J 0 0.76 0.48 ,he r-evious growing season (r = 0.99) and with mnperature
Weeks 3 and 4 after Im 0.44 0.01 -0.33 in April of the current year (r = 0.90). Most cuitous is the
Month I after E, 0.78 0.66 0.06 high negative correlation between production in low years
Weeks 1 and 2 after E,2 0.54 0.75 0.52 and the average temperature on ten days of highest pollen
Weeks 3 and 4 after E. 0.52 0.65 09 concentration in the preceding year.
Month ! after E, 0.61 0.65 0.82
10 highest-concentration days -0.15 -0.38 . DISCUSSION

Changes after 1986 in five pollen dispersal variables in
two widely separated Alaskan locations are summarized in

Table 4. Annual birch pollen pmduction in Fairbanks as a function Table 6. Fh-st, average onset day is earlier in all taxa in both
of I1 preceding-year temperatme variables, locations and much earlier, by more than a week, in mosL

This reflects probable earlie- accumulations of requisite heat

INFLUENTIAL WEATHER VARIABLES sums, which require higher daily average temperatures after

Exactly which temperature and other weather variables February. It indicates an increase in growing season lengti
insofar as the growing season doesn't end sooner. A more

influence pollen production and timing is of central interest, usable growing seasen is one of the more significant effects
Identification of specific variables will require systematic in the North anticipated with carbon dioxide-induced cli-
computerized multiple correlation analyses, testing awe mate change [Bowiing, 1984]. Also, earlier pollen onset
potential variables, of the kind done for ragweed in New Jer- means longer periods of trouble for allergy and asthma
sey by Reiss and Kostic [1976p. sufferers.

A preliminary pocket-calculator analysis with pollen data Regarding average degre-days at onset, these are mostly
for birch only in Farbanks yielded rlues to specific influen- the same after 1986 as before except for grass. This indi-
tiai temperature variables Prc. xction data for eight years cates a constancy of physiological response to one environ-
were used, excluding the esumated productions for 1978, mental factor and suggests that changes in other pollen
1981 aud 1990. Weather data from tie College Observatory dispersal variables are environmentally, not internally,
on the university campus were used. The eight years' pollen induced.
data as a set were correlated by linear regression with 11 Table 6 reveals a strong tendency toward increaqed vari-
preceding-year temperature variables (Table 4) and eight ation in degree-days at onset after 1986, althoug.i it •i st be
current-year variables (Table 5). The pollen data were then noted again (Table 1) that the CVs are based cn oQnly three
divided into high- and low-year subsets, and similar correla- data each, !'87-1989. If continued aerospora wonit'ring
tions performed for the subsets. The reason was the possibil- confirms A.is increase, then the relatively greater influence
ity that actual productions it high yea-s ire more influenced of sown. variable(s) other than cumulative air temperature
by external conditions zhan in low years [Andersen, 1980]. will be indicated. These might be soil temperature, partly a

Tables 4 and 5 contain a few noteworthy correlation coef- function of snow cover, or soil moisture, largely a funcdon
ficients as preliminary suggestions of the mnst influential of precipitation the preceding autumn. Thus the much
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Average Average Annual Average Annual
Onset D-Ds at Variation Annual Variation

Taxon Day Onset In D-Ds Production In Prod'n

E A E E E A E
Early Alder E - n i I -i

Willow E - d I i - D
Poplar/Aspen E E n n i I I
Birch E E n I I i I
Alder e E d I i i
Spruce e a d I I I I
Grass E E D n d - d
Other Pollen - - i - D

Table 6. Summary of changes in aerial pollen dispersal characteristics in Fairbanks (F) and Anchorage (A) after 1986. E = much earlier; e =
somewhat earlier, D = significant decrease; d = minor decrease; I = significant increase; i = minor increase; n = no change; - = not available.

needed work with weather data and additional years' pollen the last very high production (Figure 1). This coordination
data will look for changes after 1986 in, among others, late of environmental and endogenous influences could cause an
winter snow cover and melting and autumn rain. extraordinary pollen season severity, but low early spring

Probably the most important finding so far from long- temperatures in 1991 could mitigate the situation.
term aerospora monitoring is the increased pollen pro- The weather changes reflected by changes in pollen and
duction after 1986 by all taxa in both locations except grass spore dispersal after 1986 constitute a short-term climate
in Fairbanks. The increases probably are responses to higher change. Whether this is of global change significance
early through mid-growing season temperatumes [Solomon, remains to be proven. It is certain that the rate and mag-
1979; Andersen, 19801. The analysis concerning Tables 4 nitude of climate change in these very few years, as
and 5 implicated average April temperature, and that agrees reflected by aetospora data, are no greater than in several
with earlier heat sums for pollen onset. Also implicated was recorded short-term climate oscillations [Bowling, 1984].
temperature some time after pollen dispersal. The exact The pollen data are partly congruent with the 11-year
period of greatest preceding-year temperature influence will sunspot cycle analyzed by Juday [1984] in terms of its
vary within taxa from year to year and among taxa in any apparent influence on Alaskan mean annual temperatures.
one year. However, all periods will probably occur after Indeed, the present data suggest the hypothesis that pollen
early June and before August. dispersal variations, mediated by air temperatures, follow

Table 6 reveals a strongly mixed change in annual vari- the sunspot cycle. While the low sunspot numbers ending
ation in pollen production after 1986. Again n values are cycle 21 would have been in 1985 and 1986 [Juday, 1984],
low (3 or 4), but some of the data are compelling, par- seven of the lowest annual pollen productions or lowest
ticularly for birch and spruce which exhibited the greatest peak concentrations occurred in those years (Figure 1). Pop-
production CV increases. In birch 1987-1990 productions in Jar/aspen and birch lows in those yecrs were explained ear-
thousands were 26.7, 6.0, 18.4 and 10.3 grains per cubic lier by insect larva damage, but the willow low in 1985 and
meter of air. Spruce productions were 7.4, 1.0, 1.3 and 2.6. the exceptional spruce low in 1986, at only four percent of
These highly variable data, plus the data for poplar/aspen the next year's maximum, cannot be so explained. More-
and possibly early alder, suggest that for these taxa those over, 1985 was a relatively low pollen year for early alder
temperature variables influencing pollen production have and poplar/aspen and the second lowest for birch, and 1986
become more variable. An additional or alternative possibil- was the second lowest for willow and other pollen. Only
ity is the relatively *ater influence of some other factor, grass sustained relatively high pollen production in 1985-86.
e.g., a moisture vf.,.,,,ac. The last sunspot maximum was the moderately high and

The general increase in allergenic pollen production is, flat one in 1980, and corresponding mean annual tern-
like the earlier onsets, corroborated by the increased fre- perature maxima in Fairbanks were '978 and 1981 [Juday,
quency of complaints by allergy and asthma victims [Freed- 1984]. The first pollen data were, '% drned in 1978 and sug-
man, 1990]. Unfortunately for these persons, but of much gest relatively high productions. Indeed, alder pollen in
biometeorological interest, a very severe pollen season for 1978 was possibly almost twice that graphed in Figure 1 for
1991 must be predicted, even as early as August 1990. This 1989. No pollen data are available for 1979 or 1980. Pollen
prediction is based partly on the extraordinary warmth of production in 1981 was low to intermediate, and that is
June and July 1990 coupled with adequate, if not abundant inconsistent with the hypothesis that pollen dispersal fol-
rain. For birch and alder, the "ragweeds" of Alaska, this pre- lows the sunspot cycle. However, while dte mean temn-
diction is also based on their biennial cycles. Since 1985 perature for 1981 was fairly high [Juday, 1984], the growing
they have been in phase, with odd-numbered years the high season temperature was one of the lowest on record [Bowl-
ones. Great spruce pollen production is also predicted for ing, 1984]. A low growing season temperature the previous
1991 in Fahbanks because it will be the fourth year since year, even with a high mean annual temperature, would also
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have had an inhibiting effect on pollen production by birch peratures at times of sunspot maxima. Pollen data for 1978
and the other woody perennials as is suggested by Lhe cor- would agree with that, but not for 1981. The latter data thus
relations in Table 4. allow no prediction of growing season temperatures in 1991

If pollen dispersal follows the sunspot cycle, then more and/or 1992, which should see the next sunspot maximum.
or less regular increases and decreases in pollen production Continued aerial sampling to determine pollen and spore
and onset day changes should be observed. They are not. dispersal characteristics in those years will be valuable. It
Except for the probable internally influenced production will test the prediction of pollen season severity made ear-
patterns in alder, birch and spruce, no regu!arity is apparent lier, which is of much public health interest, and the hypoth-
in the data. This seems even more inconsistent with the esis that pollen dispersal roughly follows the 11-year
hypothesis when the pre- and post-1986 data subsets are sunspot cycle. Beyond that, continued monitoring of the aer-
examined separately. These represent the downswing of one ospora will have implications for agronomy, beekeeping,
sunspot cycle and the upswing of the next. In neither period forestry, paleoecology and plant pathology.
is there a hint in any taxon of a regular decrease of increase.

The fact remains, however, that the highly irregular pol- ACKNOWLEDGMENTS
len data after 1986 average to earlier onsets and higher pro-
ductions than before. This means that in the second of two A grant from the short-lived Alaska Council on Science
consecutive periods between sunspot maxima and a mini- and Technology enabled the start of volumetric aerial sam-
mum, when sunspot numbers should have been approx- pling in five locations in 1982. At a later time, assistance
imately the same, there was a more vigorous biological from the Susman and Asher Foundation kept the aero-
response. This is a hint in a temperature influenced vegeta- biology program alive. The Anchorage sampler was ser-
tion function of "a stairstep increase in temperatures" viced vciuntarily by members of the Providence Hospital
[Juday, 1984] that could be occurring with the global and university maintenance staffs, mostly by Sam Burress,
increase of atmospheric greenhouse gases. Sam Dunagan and Jeff Tappe. The Fairbanks samplers were

It might be that the congruence of low growing season serviced a few times by Jeff Conn, Larry Johnson and
and mean annual temperatures is more probable during sun- Heather McIntyre. Numerous physicians, allergic persons,
spot minima. Pollen data for 1985-86 would agree with that. ecologists and others have provided encouragement and
Conversely, high growing season temperatures might be moral support. An anonymous reviewer assisted generously
more probable in association with high mean annual tem- with the penultimate draft of this article.
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Potential Effects of Global Warming on Calving Caribou

Warren G. Eastland and Robert G. White
Institute of Arctic Biology, University of Alaska Fairbanks, Fairbanks, Alaska, US.SA.

ABSTRACT
[ /Calving grounds of barren-ground caribou (Rangifer tarandus) are often in the
portion of their range that remains covered by snow late into spring. We propose
that global warming would alter the duration of snow cover on the calving grounds
and the rate of snowmelt, and thus affect caribou population dynamics. The ration-
ale for this hypothesis is based upon the following arguments. For females of the
Porcupine Herd, one of the few forages available before and during early calving
are the inflorescences of cotton grass (Eriophorum vaginatwn), which are very
digestible, high in nitrogen and phosphorus, and low in phenols and acid-detergent
fiber. The nutritional levels of the inflorescences are highest in the early stages of
phenology and decline rapidly until they are lowest at seed set, about 2 weeks after
being exposed from snow cover. The high nutritional level of cotton grass inflor-
escences is important to post-paturient caribou attempting to meet nutritional
requirements of lactation while minimizing associated weight loss. The pattern of
weight regain in summer is important to herd productivity as female body weight at
mating influences conception in late summer and calving success in spring. There-
fore, temporal changes in snowmelt may have major effects on nutritional regimes
of the female.

INTRODUCTION NUTRITIONAL EFFECTS ON
Plasticity in timing of calving is a possible adaptation to CARIBOU PRODUCTIVITY

environmental changes such as temporal changes in snow- Caribou productivity is dependent upon rates of preg-
melt; however, such adaptation may be quite limited, as tim- nancy and calf survival, both of which are dependent upon
ing of mating in caribou is temporally controlled. This female nutritional levels. One of the primary forages of
suggests that small changes in snowmelt because of global calving caribou is inflorescences of the tussock-forming cot-
warming could have multiplicative effects on the nutritional ton grass, Eriophorum waginatum (Figures 2,3) [Lent, 1966;
regime of the caribou, affecting female fecundity, survival Kuropaz and Bryant, 1980; Kuropat, 1984]. Immediately
of calves and, therefc',, herd productivity, after release from snowcover, Eriophorusr inflorescences

Date of snowmelt across the arctic is earlier than in the begin to elongate (Table 1). Nutritional levels of inflor-
past (Figure 1) [Foster, 1989], but it is uncertain whether escences are highest at the onset of elongation and decline
this is attributable to changes in global climate or natural steadily until seed set [Kuropat, 1984], which occurs within
weather cycles. Timing and duration of snowmelt are of 10 days. Caribou can take advantage of this high-nutrition
great potential importance to caribou (Rangifer tarandus forage by calving in areas of extended snowmelt [Fleck and
granti) herd productivity because it influences the timing of Gunn, 1982; Eastland et al., 1989]. Following snowmelt,
emergence and abundance of forage plants for pregnant and early flowering legumes constitute an important dietary pro-
lactating females. tein source which is followed by rapidly expanding willow
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leaves (Figure 2). Plant biomass increases markedly which
maximizes food intake [White and Trudell, 19801 and car-

SNOWMELT & POPULATION ibou rapidly change their diet throughout summer to take

176 200 advantage of new growth of other vascular plant foliage as it
BARTER ISLAND SNOWMELT becomes available. High levels of nutrition result in peak

170- (Foster 1 989 milk production immediately post calving and, as a con-
ESTIMATED PCH Pop / 1508 sequence, calf growth rate is maximized [White and Luick

!i ?ý 1976, 1984; Rognmo et al., 1983; Skogland, 1984; White,
0164 - Z 19901. A high body weight of weaned calves entering winter

is associated with increased survival to yearling age.
S.J Female caribou are less likely to conceive unless they

"0 o- 50 c regain weight, lost during winter and early lactation, in
,51 0. order to meet a minimum threshold for conception [Thomas,

145 0 990 1982; Reimers, 1983; White, 1983; White and Luick, 1984;
1950 1960 1970 1980 1990 Skogland, 1985; Tyler, 1987; Lenvik et al., 1988; Cameron

YEAR et al., 1991]. Therefore the pattern of post-calving maternal
weight gain is important. Maximized weight gains through-

Figure 1. Date of complete mowmelt at Barter Island, Alaska and out the summer by "phenological chasing" by caribou in
size of the Porcupine Caribou Herd (PCH). Snowmelt data to 1984 Arctic Alaska has been suggested frequently [Klein, 1970,
from Foster [1989]. Open circles are questionable data, solid cir- 1982; Kuropat and Bryant, 1980; White and Trudell, 1980;
cles represent systematic estimates. White et al., 1981; Kuropat, 1984]; and it involves fol-

June July August

WILLOW 50-
SO/ix pu/chro % 0

50-

GRAMINOIDS 50 r
Floral Parts % 0 -

Eriophorum vaginatum 5 0

Polygonium bistor/a Leaf Parts ........

Oxy/ropis maydelliana Floral Parts ...................

Lupinus arcticus Floral Parts
Leaf Parts ..... ....................

50-

LICHENS % 01 W
(Assumed Use)

50-

Equiseturm spp. % 0-
50 •I I

June July August

Figure 2. Relative amounts of various forage species used by caribou in spring and summer months. From Kuropat [1984, Figure 3, p. 40].
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Time after removal of snowcover in days0 1 2 J-' .L-- une 3-8I

N 22 47 11 -Jun 1cc cftCI

X ± SD (mm) 60.2±7.8 72.2±11.1 85.6± 14.1 -
range (mm) 44-71 52-94 68-124 ALASKA May 24-26

95% Cl (tran) 59.0-61.4 71.2-73.2 83.4-87.8 May 24-26~ ~ CANADA

Table 1. Eriophorum vaginatum inflorescence lengths after - May 17-22
removal of snowcover. CI = confidence interval.

Eriophorum <-100- vaginaturn
80 vgn- 

May 29-June 14

S 60 Figure 4. Approximate calving dates of representative Alaskan
caribou herds.

o 40-
lowing the pherological progression of plants, feAding upon

O •0 each member of the plant community as it reaches its high-
02n • orescence est level of nutrition and/or biomass. Choice of vegetation
Ltype is important to selecting for species diversity, max-

0 * Leaf imizing eating rate and minimizing the intake of chewically
defended plant parts [Kuropat and Bryant, 1980; White and
Trudell, 1980]. Most plants are at their highest levels of
nutrition and lowest levels of antiherbivory compounds
when they are in relatively early stages of phenological

4" development. Thus any environmental or climate change
Z that alters plant phenology has implications that could be
NO 0-0, important for caribou productivity.

S2IMPLICATIONS OF GLOBAL CLIMATE CHANGE
0 ON SNOWMELT AND CARIBOU NUTRITION

Shortenea duration of snowmelt could result from global
warmiig and it may increase emergent vegetation for preg-

- 0 nant caribou, but also it will likely truncate the period of

o phenological variation in the plant community throughout
c: early summer, thus reducing temporarily the extent of phen-

ological chasing by caribou. Detrimental effects could be
5 - minimized if caribou have the ability to respond in their tim-

W", -ing of nutritional demands, particularly through temporal
changes in reproduction.

Caribou and reindeer (R. t. tarandus) calving is syn-chronized with green-up on the calving grounds [Fleck and
Gunn, 1982; Eastland et al., 1989; Skogland, 1989]. Time of

LL 40 -calving is separated by as much as 6 weeks between herds in
Norway [Skogland, 1989] and in Alaska by as much as 3
weeks (Figure 4). Also, for individual females within a sin-

< 2 0 gle herd peak calving date varies between years, but the
time span between first and last calf-drop is much smaller

°I 0 _ than between-herd calving times [Skogland, 1989].
If global warming promotes earlier snowmelt, hence ear-

Jun Jul Aug 4 lier green-up, can the timing of calving adapt to match the

Figure 3. Nutrient levels of Eriophorum wginatum inflorescences change? Under experimental conditions, female caribou cap-
and leaves including dry matter digestibility (DMD), nitrogen (N). tured as calves and confined on new ranges with earlier
phenols, and acid detergent fiber (ADF). Frcm Kuropat [1984, Fig- green-up, i.e., that differ from their natal ranges, changed
ure 5, p. 52]. their timing of calving to match local green-up [R. G.
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White, unpublished data]; however, Skogland [1989] indi- of females to obtain sufficient nutrients and energy for effi-
cated that this may not be true of all Rang~fer. Estimates of cient lactation. This would increase the mortality rate of
the timing of peak calving (the time at which 50% of the calves. If plant phenology is also truncated then a decrease
calves have been born) for the Porcupine Caribou Herd indi- in pregnancy rate of lactating cows would be predicted in
cate that peak calving now occurs 4 days earlier than a dec- autumn. This would result in a decrease in overall heid pro-
ade ago [S. G. Fancy, unpublished data]. Thus there is ductivity and, ultimately, herd size.
strong evidence for the ability of caribou to adapt to local
climate change, but the limits of adaptation remain ENHANCEMENT OF CARIBOU PRODUCTIVITY
unknown. BY CLIMATIC EFFECTS

Finally, caribou may adapt to changing climate and
GLOBAL CLIMATE CHANGE AND THE TIMING increase herd productivity and herd size because of a longer

OF CARIBOU MIGRATION plant growing season. In this scenario, herd size would

Pregnant caribou frequently winter hundreds of miles increase to the full carrying capacity of the range and any
from the calving grounds and initiate migration in anticipa- further ecological perturbations could then result in a drastic
tion of green-up [Kelsall, 1968; Skogland, 1968; Fancy, herd decline. Unless herd size were constrained to carrying
1989]. Therefore, timing of arrival on the calving grounds, capacity by factors extrinsic to forage, the popu!ation would
in order to make maximum use of a progressively earlier exceed the capacity of the range and decrease rapidly from
snowmelt, probably has a large stochastic component. Those nutritional stress.
females wintering closest to the calving grounds may be We have not considered factors such as competition from
affected by the changing climatic condition and may move other herbii:ores, predation, or insect harassment in our
accordingly. For instance, during May 1990 an extreme assessment of the potential effects of global warming on
early snowmelt in the northern foothills of the Brooks calving caribou. All factors would modulate herd responses
Range resulted in early Eriophorum emergence, throughout irrespective of the nutritional effects.
May [R. G. White, R. D. Cameron, and K. Gerhart, unpub-
lished observati-ons], this was associated with heavy use by ACKNOWLEDGMENTS
those pregnant females of the Porcupine herd that were in Warren G. Eastland was the recipient of a stipend from
this area, fairly close to the calving grounds. Alternatively, the Alaska Cooperative Wildlife Research Unit funded by
timing of caribou migration may fail to allow pregnant the USF&WS (RWO #27). The authors thank many col-
females to meet changes in timing of green-up, even if their leagues at the Institute of Arctic Biology for discussion and
migration pattern changes, which could result in an inability input to this paper.
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Groving Season Length and Climatic Variation in Alaska

B. S. Sharratt
USDA-ARS, Univrsity of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
The growing season has lungthened in the contiguous United States since 1900,

coinciding with increasing northern hemispheric air temperatures. Information on
growing season trends is needed in arctic regions where projected increases in air
temperature are to be more pronounced. The lengths of the growing season at four
locations in Alaska were evaluated for characteristic trends between 1917 and 1988.
Freeze dates were determined using minimum temperature criteria of 00 and -3*C.
A shortening of the season was found at Sitka and lengthening of the season at
Talkeetna. The growing season shortened at Juneau and Sitka during the period
1940 to 1970, which corresponded with declining northern hemisphere temperature.
Change in the growing season length was apparent in the Alaska temperature
record, but the regional tendency for shorter or longer season needs further
evaluation.

INTRODUCTION The Alaska temperature record was utilized to determine
Studies related to the change in the northern hemisphere the characteristic trend of the growing season in a subarctic

mean temperature indicated trends for increased tem- region. Changes in the season may be more dramatic than
peratures during the last century (Hansen and Lebedeff, studies elsewhere due to the projected latitudinal diffeiences
1907]. Similar observations were made in the Alaskan tem- in temperature.
perature record [Juday, 1984]. Climate simulations project METHODS
the possibility of the warming trend continuing with a more
pronounced increase in temperature at higher latitudes The source of data used for this study was Climatological
[Manabe and Stouffer, 1980]. Data, Alaska (U.S. Department of Commerce). Climate sta-

The growing season of the midwestem United States has tion records were searched to ascertain stations having a
apparently lengthened since 1900 [Chaegnon, 1984; Skaggs long, homogeneous and stable history. Four stations wereand Baker, 1985l coinciding with waCrh r northern hemi- chosen for analysis. The length of record common among
spheric teBerrat,9 ci during this time. Brimn [1979 the stationswas 1917 to 1988.
spueric temperaturesndringo thegrowisntme.n uingnan (] Charactemistics of the climate stations are tabulated in Ta-
found a lengthening of the growing season using a maxi- ble I and locations within Alaska mapped in Figure 1. All
mum temperature criteria and shortening of the season using stations have been relocated since 1917. Homogeneity of the
a 00C minimum temperature criteria for determining the sea- growing season length time series was evaluated using data
son length. The lengthening of the season since 1900 has from neighboring stations. Between five and ten years of
been largely due to a tendency for earlier last spring freezes data prior to and after the station move year were available
[Changnon, 1984; Skaggs and Baker, 1985]. Since the peak for two to three neighboring stations. A t test on the differ-
of the northern hemisphere temperature in 1940, a short- ence series formed between the station used in this study
ening of the growing season in the midwestern [Brown, and each of the neighboring stations indicated homogeneity
1976; Moran and Morgan, 1977] and eastern U.S. has been for all comparisons.
observed [Pielke et al., 1979]. Skaggs and Baker [1985] The length of the growing season was defined as (1) the
found no evidence for such a shortening of the groving sea- number of days between the last occurrence in spring and
son since 1940 in Minnesota. first in fall of a 0°C minimum air temperature and (2) the
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Station LatitIl Longitudel Elevation1  Moves2  Description

No. Range of Range of
elevation distance

(11) (M) (m)

Juneau 580 18'N 134024W 24 3 0 500 Establisned 1881. Present
population 19,500. Surrounding
terrain is steep, heavily wooded
and in proximity to ocean.

Sitka 570 03'N 1ý _020W 20 3 11 1610 Established 1842. Prement
population 7800. Topography is
rolling with mountains and in
proximity to ocean.

Talkeetna 620 18'N 150°06W 105 3 3 800 Eqtablished 1917. Present
population 300. Topography is
slighl]y rolling and forested.

Fairbanks 640 51'N 147 052V 140 2 8 80 Established 1904. Present
population 22,600. Terrain is

Discontinuous permafri-st.
" .Tent locia.an

T: 1I. Charn, a~t --. ;limate stations used :.. the analysis of growing season length in Alaska.

during the summer months (July and August) and the length
70ON of the growing season was the greatest number of con-

-•. secutive days between the occurrence of the minimum tem-
peratures.

The beginning and end of the growing season in years
with missing daily temperatures were interpolated using
nei:ýiboring stations with similar temperature character-
istic,,. Data from neighboring stations having the highest

0 s correlation in daily minimum temperature prior to and fol-
lowing the missing records were generally used to assess

600m 0 TU-MN freeze dates. Data analysis with and without the re-
constructed freeze dates indicated identical trends in grow-
ing season lengih. Time trends in growing season length for
the full record were evaluated using two methods. The first
consisted of a linear regression analysis on the unsmoothed
data of growing season length versus year. Second, the data
were split in half (1917-1952 and 1953-1988) and the
means compared using,,- zaall sample ttesL

Figure 1. Locations of climate stations in Alaska used to de- RESULTS AND DISCUSSION
termine trends in the growing season length between 1917 and
1988. The trend in the length of the season is represented in

Figure 2 by a 7-year running mean. Trends in the full length
of record are apparent at Sitka and Talkeetna. The slope

same as the previous definition except for an occurrence of estimates of the growing season length time series at the
a -3*C minimum temperature. The first definition has been four stations are reported in Table 2. There was no change
used by others [Moran and Morgan, 1977; Brinkmann, in the length of the season at Juneau and Fairbanks; how-
1979; Skaggs and Baker, 19851 and the last corresponds to ever a change had occurred at Sitka and Talkeetna. The
1979; a tm rrpz 3rowing season (00C) had decreased by 15 days at Sitka andthe appr,ximate temperature at which plant tissue freezes lengthened 49 days at Talkeetna over the 70-year period of
[Nath and Fisher, 1971]. All months of the growing season record. These trends were similar for both methods of de-
were searched for the occurrence of the minimum tem- fining the growing season (ODC and -30C minimum tem-
peratures. In some years, a minimum temperature occurred perature criteria).
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Station Slope, Station Differencel
1917-1988 1940-1970 -30C 0OC

-30C 00C -30C 00C
Juneau 11.4 6.5

:.ineau -0.13 0.02 -0.63 -1.06* Sitka 10.3 11.4*
Sitka -0.08 -0.21* -1.10* -0.37 Talkeetna -15.0"* -26.6**
Talkeetna 0.39** 0.68** 0.30 0.46 Fairbanks -5.1 -7.9
Fairbanks 0.05 0.17 0.11 -0.33 ---.-.......

I *** indicate probability leveis of 0.05 and 0.10, respectively.
1 * indicate significance at a probability level of 0.05 and 0.10,
especty Table 3. Difference in the growing season length between the

peric.ds 1917-1952 and 1953-1988 at four stations in Alaska.
"ible 2. Slope estimates of time series of growing sesci. length

kdays yi-1) at four stations in Alaska, 1917-1988 and 1940-1970.
Differences in the characteristics of the growing season

when grouped by first and second halves of the record

', srn (1917-1952 and 1953-1988) are summarized in Table 3.
120 I t 220 The length of the season was shorter for the latter part of the

V \ record at Sitka. In contrast, the season was longer for the
second half of the record at Talkeetna."--~ / ,

(n go Observations of the northern hemisphere mean tem-
0.....' 140-"\.: .-' perature have indicated a warming from the 1880s to 1940s

-140: .and a cooling from the 1940s to the early 1970s [Har'sen
, 0FI K and Lebedeff, 1987]. Similar temperature characteristics

n 0 were observed in Alaska with a recent warming since the
I'.' 240 early 1970s [Juday, 1984]. The period of cooling during

120 1940-1970 was substantiated by an apparent shortening of
..Z.• 20 the growing season at most climate stations during those

0 g I years (Figure 1). Slope estimates of the time series analysis
0 "on the growing season length was tabulated in Table 2. A
"0 1TKE0 shortening of the season from 1940 to 1970 was found at all60 160 stations except Talkeema, and the slope was discernible

1920 1950 1980 1920 1950 1980 only at Juneau and Sitka.

YEAR CONCLUSIONS
The length of the growing season in Alaska during theFigure 2. Variation in the length of the growing season (OflteriL last 72 years has shortened at Sitka and lengthened at

00C lower line, -3*C upper line) at four locations in Alaska, 1917- laskeear M ore ene is ne d t enithese
1988. Talkeetna. More evidence is needed to discer if these

trends are associated with a regional grouping pattern.
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Ecological Aspects in Construction of West Siberian Oil Field Surface Facilities

I. D. Scvortzov and P. N. Crushin
State Scientific: Research and Design Institute of Oil and Gas Industry, GIPROTYUMENNEFTEGAS, Tyumen, U.S.S.R.

ABSTRACT
The exploitation of arctic regions, where permanently frozen grounds are wide-

spread, leads to problems concerning the climate and the geo-cryological environ-
ment. One of the most urgent tasks is to minimize effects on the environment,
otherwise irreversible, catastrophic processes, the deterioration of permafrost into
swamps, fouling subsoil waters and rivers, ground surface pollution with petroleum
products, and destruction of fish and birds, may occur.

The measures aimed at providing the environmental ecological equilibrium dur-
ing the exploitation of the northern oil deposits of West Siberia are described in this
paper. These measures are worked out during the design stage. Then appropriate
engineering decisions and product procedures are chosen, where much prominence
is given to reliability of the oil and gas field facilities.

The paper includes information about developing measures for the preventive
systematic maintenance of the oil pipelines, maintenance schedule, prediction of
accidents and certain procedures for their rectification.
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The Effects of Geographical Latitude on the Dynamics of Medical Data

I. V. Naborov
1st Moscow Medical Institute, GTK. Moscow, U.S.S.R.

T. K. Breus
Institute of Space Research, Moscow, U.S.S.R.

ABSTRACT
Polar regions play an increasing social and economic role in human life. It is

also known that they are not the most favorable places for human beings to live.
There are some examples which show that the frequency and seriousness of differ-
ent illnesses increases with the increasing geographical latitude. In the northern
regions seasonal amplitudes of illnesses are notably increasing. At the same time it
was found that the higher the latitude, the higher the degree of solar activity influ-
ence on a number of illnesses, such as cardiovascular and nerve diseases, reaching
its maximum level at auroral latitudes. Such geographical distributions of sickness
rate have a reasonable explanation. In auroral latitudes the influence of corpuscular
radiation (solar wind) on the Earth's magnetosphere and its electrodynamics is dem-
onstrated vividly. Investigation of similar influences on biological objects in polar
regions within the program "Global Change" is necessary and may also include
other physical or social factors. In such cases medical emergency data play a role in
the search for biotropic external influences.
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ABSTRACT
The Commons Game was developed to demonstrate behavioral patterns in-

volved in individual decision-making regarding commons property and it has been
used in various psychology courses. In this study the game was used to teach uni-
versity students the complexities and frustrations of managing commons property
natural resources. More specifically the purpose of the study was twofold: to de-
termine the extent to which the game, when used in a natural resources mar,-
agement context, meets the teaching objectives of the game as specified by the
game's developer, and to determine whether the game is an effective teaching tool.

() •The sample population wa. zomposed of 36 students enrolled in ALR/EQS 193
00 during the Spring 1989, Fall 1989, and Spring 1990 semesters. The team-taught
N course contains three elements: an introductory lecture, the game, and a postgame

analysis session. Data were obtained from students' opinions of instruction, content
analyses of students' three.- to five-page essays, and observations recorded during

, •the postgame analysis/discussion session. A brief description of the game is in-
O -- cluded in the paper, but details are intentionally omitted because the game is copy-
-- g,, /e met its teaching objectives when used in a natural resources man-

agement context and in combination with an introductory :.ecture and postgame
analysis session. Topics discussed in student essays were the best evidence that the
game met the objectives of producing an understanding of social trapping and
illustrating trust versus greed. Frustration with the social dilemma was evident ac-
cording to faculty observations made during the game conferences and throughout
the postgame analysis session. From the students' opinions of instr-,-ion, the game
appears to be an effective teaching tool. Students rated the game as a valuable
learning experience. From a faculty perspective, the game provides an accurate, re-
alistic model of natural- esources management and is an effective instructional tool.

Further study is warranted to determine the actual decision-making patterns
players use in trying to solve the game's dilemma. Associating these patterns of
play with real world resource decision-making patterns would be an ultimate goal.

INTRODUCTION Its creators "sought a more experiential approach to teaching
The Commons Game [Powers et al., 1983] was de- about social traps" [Powers, 1985/86, p. 31. It has been used

veloped to demonstrate behavioral patterns involved in in psychology classes and analyzed from several
individual decision-making regarding commons property. perspectives [Powers and Boyle, 1983; Powers, 1987]
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including its effectiveness in promoting students' under- three E's of natural resources management (ecology,
standing of the commons dilemma [Powers, 1985/86; Kirts economics, and emotions), and who manages natural re-
et al., 1991]. In this study the Commons Game was usod io sources in the Usuted States; and
teach university students the complexities and frustrations of -concepts pertaining to the commons such as historical
managing commons property natural resources. perspectives, the need for management, population ef-

For purposes of th&. study, "commons property natural re- fects, the role of technical fixes [Hardin, 1968], in-
sources" were defined as natural resources which, in theory, dividual rights versus responsibilities, and e.amples of
are "owned" by everyone but, in reality, "owned" by no one. commons resov'rces and issues.
Examples include air, oceans, sunshine, and public lands The postgame discussion outline includes topics such as
such as national parks and national forests. Most often, these trust, greed, individual versus social decision-making, ef-
resources are exploited due to human greed and lack of in- fects of uncertainty, the role of reward and incentives/
centives to act otherwise [Hardin, 1968; Haefele, 1974; motives, goal perception, values, and application of the
Hardin and Baden, 1977; Cutter et al., 1985]. Effective man- game to the real world of resources management. To cul-
agement of public domain resources, particularly on a global minate the experience, students are required to prepare a
scale, will be a major concern for future generations. This is three- to five-page essay explaining their final thoughts and
especially evident in light of recent efforts to enhance public conclusions regarding the commons dilemma.
participation in decision-making processes affecting public Data were obtained from students' opinions of in-
domain natural resources management. struction, a content analysis of essays, and observations

made by faculty during the postgame discussion session.
PURPOSE OF THE STUDY The opinion-of-instruction survey was instructor designed.

The purpose of the study was twofold: to determine the Students were asked to place an "X" on a continuum labeled
extent to which the Commons Game, when used in a natural at the end-points from 0 to 10 to indicate his/her rating of
resources management context, meets the teaching ob- nine statements related to the course. Essays were graded
jectives of the game as specified by the game's developer, according to 10 elements, each worth a possible four points:
and to determine whether the game is an effective teaching neatness, organization, content documentation, grammar,
tool. According to Powers [1985/86], the objectives of the errors, conciseness, analysis, logic/support, and general
game are: effect.

•to produce an understanding of the social trapping char- Only descnptive statistics are reported in this paper
acter of a commons, Le., that short-term, individual gain because the participants were "captive" and not raidomly
tends to dominate long-term collective gain; selected [Tuckman, 1978], class sizes varied substantially

-to illustrate the importance of trust when one's gains are (from 4 to 19), and trenis instead of comparisons were the
dependent not only on what one does but also on what focus of the study. All data analyses were performed using a
others do; and Macintosh PC with StatWorks software.

-to allow students to experience the. difficulties and frus-
trations of attempting to solve the commons dilemma THE GAME-HOW IT IS P LAYED
with only a small amount of control over others' actions The Commons Game is copyrighted. This description
(p. 5). will not contain details such that the game could be repli-

cated. A copy of the game may be purchased from Dr.
METHODOLOGY Powers (see References).

The sample population was composed of students en- All rules are given via prepared scripts. Four- to six-
rolled in Agriculture and Land Resources/Environmental person groups make concealed, individual plays of colored
Quality Science (ALR/EQS) 193-Commons Property cards representing various management optiorns one can im-
Resource Decision Making--during the Spring 1989, Fall pose on the commons (Table 1). Points are awarded to
1989, and Spring 1990 semesters (N=36), at the University individual players according to the card played and its sub-
of Alaska Fairbanks. ALR/EQS 193 is a freshman-level sequent value (or penalty) derived from tide rules or a payoff
course designed to acquaint students with concepts and matrix developed to represent the current state of the com-
issues associated with management of commons property mons (Table 2). As the commons is threatened, the payoff
natural resources. The course is team-taught by an environ- matrix reflects fewer point gains, thus indicating lo Vered
mental engineer and a natural resources educator, worth one productivity. The more times the exploitation card is played,
semester credit, and scheduled to permit three-hour class the faster the payoffs for both exploitation and cooperative
sessions. use decline. The state of the commons may be improved by

The course contains three elements: an introductory lec- playing the resource enhancement card, but rehabilitation
ture, the game, and a postgame discussion session. The occurs more slowly than exploitative decline.
three-hour lecture includes: Players are told to accumulate the maximum number of

-definitions (including relationships between and among) points and that the player with the highest number of points
of natural resource, management, conservation, and will receive $5. The words "win" or "winner" are never used
commons; by the game directors. PF' vlrs are also told the game will

-fundamental management concepts including the con- continue for 60 rounds; however, the game is stopped at 50
seivation philosophy continuum, the basis of man- rounds to offset possible end-effects such as last-minute
agement, natural resources classification, ecosystems hoarding.
and "ecological balances," carrying capacity, sustained Periodic three-minute conferences are allowed during the
yield, the tyranny of geography [Bennett, 1983], the game. The group may change any rules of the game with the
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Card Color Management Action Effect

Green Intensive Use, Exploitation From payoff matrix (high points),
Commons down per green card played

Red Wise Use, Conservation From payoff matrix (medium points)

Black Enforcement, Police Action -6 divided among black card players;
Green card players lose 20 each

Orange Rehabilitation, Resource -6 divided among orange card players;
Enhancement Red card players gain 10 each;

Commons up cne hole if no green(s)

Yellow Non-use, Preservation +6 to each yellow card player

Table 1. Management Options and Point Structure of The Commons Game.

exception of the point structure. For instance, shields con- instruction survey are given in Table 3. On a 10-point con-
cealing each individual's play could be removed, the $5 tinuum, the lowest mean (3.36) occurred for "How much ex-
could be divided equally among all players, and/or green perience in commons resources decisions I had prior to the
cards could be collected. Also, randomly assigned "natural course" while the highest mean (8.14) occurred for "How ef-
events" may occur during the game that improve or degrade fective the postgame/postlecture analysis reflected the con-
the commons. cepts of commons property management." The next highest

mean (7.86) was for "How effective the game was in repre-
RESULTS senting commons concepts."

Twenty-nine males and seven females participated in the Of 40 possible points, the mean score for the essays was
course during the study period. During the Fall 1988, Spring 34.44, with a range from 24 to 40. All means for each of the
1989 and Fall 1989 semesters, 19, 13 and 4 students, re- 10 essay elements were above 3.5 on a 4-point scale except
spectively, were enrolled for a total of 36 students. There for errors, grammar, and documentation. Final scores tended
was a mix of class standings represented. 12 seniors, 8 to be pulled down by the mechanics of essay preparation
juniors, 7 sophomores, 3 freshmen, 2 graduate students, 3 rather than by content or logic. The papers ranged from 406
unclassea :rnd 1 professional. Twenty-four of the students to 1668 words with a mean of 975.8 words.
had previous or concurrent instruction and/or experience in As shown in Table 4, essays contained a variety of topics.
natural resources management. The mean number of The most often discussed wopics were social trapping di-
semester credits in which the students were concurrently en- lemmas, possible solutions, real world examples of com-
rolled was 13.49 (a full-time semester is 12 credits) with a mons resources problems, gaming strategy and definition of
3.10 semester grade point average (GPA) on a 4-point scale. "commons." Uncertainty and decision-making were seldom
Their university-career, cumulative GPA up through the se- discussed.
mester in which ALR/EQS 193 was taken was 2.98. Because this study is only the beginning of a long-term

All 36 students played the game, 32 prepared a student approach to studying the Commons Game, some gener-
opinion of instruction form, and 34 submitted essays (two alizations from faculty observations of student behaviors
students audited). The means and minimum/maximum during the game and the postgame analysis session are pre-
scores for each item on the instructor-designed opinion of sented. These should not be interpreted as hard data; instead

they provide insight into unierstanding data presented here-
in or provide impetus for future studies aimed at

Number of Red Cards Points Received Points Received determining the game's instructional effectiveness and the
Played in the RodnPd by Red Play by Green Play decision-making patterns and strategies of the players.

These observations are woven, as appropriate, into the dis-

cussion section of this paper.0 - 100
1 40 102 CONCLUSIONS AND DISCUSSION
2 42 104
3 44 106 The student sample in this study appeared to be average
4 46 108 given credit load and GPA. The group was diverse with re-
5 48 110 spect to class standing. While the sample was 80% male, the
6 50 conclusions of this study should not be confounded or

skewed. According to Powers and Boyle [1983], males and
Table 2. Payoff Matrix with the Commons at a Zero State. females do not differ in their approach to the game.
(The state of the commons can range from -8 to +8, including 0.) The game met its teaching objectives when used in a nat-

ural resources management context and in combination with
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Statement Mean* MirnMax

How much knowledge of wztural resources I had prior to this course 5.64 1.0/9.0
How much experience in natural resources management I had prior to this course 4.25 0.0/10.0
How much knowledge of commons resources I had prior to this course 4.45 0.019.0
How much experience in commons resources decisions I had prior to this course 3.36 0.0/9.0
How much effort I put into this course compared to my other courses 5.40 1.0/9.0
How much this course challenged me 6.75 3.0/10.0
How much I learned from this course 7.37 2.0/10.0
How effective the game was in representing commons concepts 7.86 1.5/10.0
How effective the postgame/postlecture analysis reflected the concepts of commons

property management 8.14 5.0/10.0

*Based on a 10-point continuum.

Table 3. Means and minimnun/maximurn scores for the Student Opinion of Instruction.

an introductory lecture and postgame analysis session. Top- commons improves and the temptation for defaulting on the
ics discussed in student essays were the best evidence that agreed cooperative arrangement increa.mes. At this point,
the game met the objectives of producing an understanding players personally experienced the frusmition and complex-
of social trapping and illustrating trust versus greed. Frustra- ity of managing a commons.
tion with the social dilemma, the third teaching objective, Ending the game at 50 rounds, rather than the 60 players
was evident according to faculty observations made during were initially told, provides an excellent means of avoiding
the game conferences and throughout the postgame analysis an end-effect. Several teams specifically planned for the e,'d
session, of the game and plans tended to reficmt a "catch-as-catch-

In every postgame discussion session, students made per- can" or "every-man-for-himself' attitude, regardless of the
state of the commons. The next generation was seldom con-sonal referent e to the frustration and futility of trying to sidered. Further studies designed to allow one team to begin

solve the commons problem without everyone's coop- where a previoms team left off may more realistically sim-
eration. General observations support Powers' 11987] con- ulate long-term management. Long-term vision was not a
clusion that communication (i.e., conferencing) tends to popular topic in student essays or during the analysis ses-
improve cooperation for a while; however, this study sions, while on the other hand, the dilemma of managing
revealed that communication may break down as the commons resources revolves around providing for the next

generation.
Another method of providing a time perspective is to

begin the game at a randomly selected starthig point--notTopic Frequency* always at zero, a somewhat steady state. After all, most
commons are in trouble because they are not in a steady

Social trapping dilemma (individual versus society) 24 state. Therein lies the management problem.
Possible solutions to commons management 24 From the student opinions of instruction, the game ap-
Real world examples of commons resource problems 21 pears to be an effective teaching tool. Students had little ex-
Strategy used to play The Commons Game 19 perience or knowledge of commons resources management
Definition of "commons" 17 decision-making and, on the student of in-
Overpopulation and carrying capacity 14 and opinion
Human greed versus trust 14 struction, rated the game as a valuable learning experience.
Individual rights and freedom 14 From a faculty perspective, the game provides an ac-
Goal of resource management 10 curate, realistic model of natural resources management and
Long/short term vision and planning 9 is an effective instructional tool. The original objectives of
Concept of "winning" 8 the game can be met when the game is used in a natural
Uncertainty 4
Decision making 2 resources management context and in conjunction with an

introductory lecture and postgame analysis. Further study is
*N=34; mean number of topics per essay. 535 with a range of 2-9. warranted to determine the actual decision-making patterns

players use in trying to solve the game's dilemma.
Table 4. Number of essays containing selected topics. Associating these patterns of play with real world resource

decision-making patterns would be an ultimate goal.
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State and Dynamics of Snow and Ice Resources in the Arctic Region Derived from
Data in the World Atlas of Snow and Ice Resources
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ABSTRACT
The compilation of the World Atlas of Snow and Ice Resources has been in

progress in the Soviet Union for more than 15 years. The effort ranks as one of the
most important glaciological projects ever undertaken because of its com-
prehensiveness and global scope. Several hundred of the most prominent scientists
in the U.S.S.R., including 300 specialists from 40 research institutions, participated
in the work. The United Nations Educational, Scientific and Cultural Organization
(UNESCO) and many other researchers from many nations provided broad sci-
entific assistance to the compilers of the Atlas by compiling various datasets, ana-
lyzing maps, and giving advice. The Atlas is a major contribution of the U.S.S.R. to
the Hydrological Programme (IHP) and will also be presented by the Soviet Union
to the International Geosphere-Biosphere Programme (IGBP), because many
parameters associated with change in the cryosphere are included. The Atlas
presents, in a systematic arrangement, comprehensive data and information about
the global distribution of snow and ice, compiled since the early 1950s. The Atlas
includes about 1000 maps, ranging in scale from 1:25,000 (local or individual
glaciers) to 1:90,000,000. The maps in the Atlas are distributed throughout the 17
subject sections.

INTRODUCTION processes, thereby determining the development of the sys-
The objective of the World Atlas of Snow and Ice term and its interactions with the environment. Separate

Resources is to show the global occurrence of snow and ice, components of a glacio-nival system, for example glaciers
including all types of glacio-nival phenomena, the var- and snow cover, may form independent systems and may be
iability of these phenomena in the past, their present-day mapped as such.

gtheir future development Glacio-nival systems, and glacier systems as a specific
regtimekDV, and 6]. a f dcase, can be characterized by a cartographic representation[Kotlyakov, 1976]. included in the Atlas ae loed that includes several fundamental parameters, in which the

The majority of regions whe re ted generalized concept of the distribution of this or that char-
at either high altitudes or in the polar regions, where the i- acteristic of the system can be applied to a specific region.
tribution of stations is inadequate and field studies are lim- The patterns remain continuous despite the discrete nature
ited. Comprehensive research was conducted throughout the of the points of occurrence from which they are computed
process of compilation, and several new computational and graphically plotted. The cartographic representation
methods were developed to determine snow and ice param- presents a certain abstraction, structured according to objec-
eters, especially in the characterization of the nature of inad- tive rules; it emphasizes the regularities of glacier systems
equately studied regions of mountain glaciers. The methods caused by the impact of continuously distributed processes,
were based on the concept of glacio-nival systems advanced such as climatic factors, but excludes the influence of ran-
recently in the U.S.S.R. [Kotlyakov and Krenke, 1979]. dom, discrete factors, such as orographic setting.

A glacio-nival system is a natural system in which snow The main peculiarity of glacio-nival objects is the wide
and ice play a dominant role in its composition and range in their spatial dimensions. The prevalence cf small,
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separately located mountain glaciers and their occurrence in entire region. The maximum snow storage is mainly deter-
small areas caused us to develop different ways of depicting mined by the annual amount of frozen precipitation. The
them on maps of different scales, including the already men- values of snow storage exceed 35-40 cm of water equiv-
tioned cartographic representation of glacier systems. alent only in the crestal zones, while in the internal valleys,

Quantitative as well as qualitative properties of phe- screened by the lateral ranges, where a thin snow cover
nomena are depicted on small-scale maps in the Atlas. forms, the snow cover thickness is only 15-20 cm.
Quantitative characteristics make up the basic content of all The main regularity in the distribution of maximum snow
the maps, plotted with the use of isolines of temperatures, storage is the decrease when moving from the ocean or
precipitation, snow cover, and runoff. Maps of ice- windward slope within a mountain massif, and insignificant
formation zones, factors associated with avalanche occur- increase with elevation. The altitudinal gradient does not
rence, former glaciated areas, permafrost, and mudflow exceed 5-15 mm of water equivalent for 100 m. Snow stor-
activity depict qualitative properties. On some maps qual- age on the windward slopes usually exceeds snow storage
itative categories are singled out on the basis of numerical on the leeward slopes by 5-15 cm of water equivalent.
features. Examples are: the degree of avalanche activity in The dominating anticyclonic regime of the weather in the
relation to the density of an avalanche network and recur- winter produces a minimum year-to-year variability of snow
rence interval; the nature of glacier fluctuations with respect storage, when compared with all other systems. The vari-
to the magnitude of glacier terminus fluctuations; and pre- ation coefficient changes within limits of 0.15-0.30, and the
vailing and accompanying type of glaciers, including refer- mean square deviation of snow storage from the mean long-
ence to the relationship of glaciers of different types, all term values most frequently makes up only 2-6 cm. The
expressed as percentages. duration of the existence of this type of systems is large, on

Rather than discuss maps in all 17 subject sections of the the order of 200-300 days. The variations of the conditions
Atlas, we shall address only three representative sections, of formation and disappearance of snow cover in mountain
including maps of snow cover, total runoff and meltwater regions are insignificant, reaching 1.5 months only in the
runoff, and snow and ice storage. This will demonstrate highest and most humid areas. The latitudinal trend in the
graphically the resource-estimating objectives of the Atlas. change of snow resources' properties is insignificant.

Moving to the south of the polar region proper, it is worth
SNOW COVER MAPS mentioning that snow systems of the northern coastal moun-

To compensate for the paucity of initial data, methods of tains of western and eastern margins of the continents are
grapho-analytical computations of the nmacroscale fields of widespread within the Alaska Range, and the Wrangell,
the norms of snow storage and geographo-statistical com- Chugach, and St. Elias Mountains of Alaska and mountain-
putation methods of the main properties of snow resources ous regions of Iceland and Scandinavia in northwestern
have been worked out. Europe. These mountains are located along paths of intense

On the basis of joint interpretation of maps of the maxi- maritime cyclones; thus the amount of frozen precipitation
mum water equivalent content of snow cover, the properties is much greater hem when compared with previously men-
of its time variability, including duration of and conditions tioned regions in more continental locations. In the more
associated with snow cover existence, it became possible to southern parts of the mountains, combined with the heating
characterize snow systems of the earth [Getker and effect of the nearby ocean, the range of duration of cold
Ivanovskaya, 1989]. In this paper we would like to analyze period can vary; therefore the maximum snow storage can
the peculiarities of snow systems which exist in polar vary within wide limits. The greatest amount of annual
regions and adjacent regions. snowfall-more than 400 cm water content equivalent-

In the permanent snow systems of Antarctica and higher accumulates in the mountains of southeastern Alaska, and in
elevations of Greenland, snow accumulation occurs this region the areas of extreme snow accumulation are very
throughout the year, although annual snowfall amounts extensive. The role of the latitudinal factors in the dis-
decrease when moving inland from the coastal areas. Maxi- tribution of snow storage over the coastal windward slopes
mum snow storage (expressed in water content equivalent) is insignificant. Thus, at latitude 60*N, on the Aleutian
varies from 20 mm in the interior regions of Antarctica to Ridge and on the western slopes of mountain ranges on
700 mm in the coastal mountains of western Antarctica and Vancouver Island, at latitude 49°N, the range of altitudinal
southwestern Greenland. The annual variability of snow changes of the maximum snow storage is the same, 100-130
accumulation in the inland areas is not large; the coefficent cm. Latitudinal zonation is completely manifested only in
of variation C, is 0.2-0.4, with values of norms up to 0.4- the intermontane highlands. The altitudinal gradient of snow
0.5, the latter the result of the frequent passage of cyclones, accumulation in the near-crestal zone produces an increase

Snow systems of the northern continental mountains in the annual total up to 10-40 cm for each additional 100 m
embrace all the mountainous areas of the Arctic and sub- in elevation. The year-to-year variability of the maximum
arctic and mountain ranges in the northern part of the tem- snow storage grows abruptly: Cv changes from 0.2 up to
perate belt, including those situated under conditions of 0.5. decreasing when moving inland away from the coast
extreme continental climate. Typical snow systems are and with decreasing elevation.
located in the Brooks and Mackenzie Mountains, on Elles- The duration of snow cover also lengthens with increas-
mere Island, the Verkhoyanskdy Range, Byrranga and Cher- ing elevation, from 150 days to a full year (perennial snow).
sky Mountains, and in the polar Ural mountains. Well- The minimum values are observed at the lower elevations of
pronounced temperature inversions are formed in the lower the "warmest" western coasts, while the maximum values
zones of these tr...- -tains; because of the duration of the are located in the accumulation areas of major glacier
cold period of 240-330 days varies very little all over the systems.
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Mountain System Area covered Total volume The volume of melt runoft
by computations of river runoff

kin3  km3  % of total runoff

Mountains of Southeastern Alaska, Alaska Range, Alaska 440 486 340 70
Brooks Range, De Long Mountains, Alaska 220 65 53 82
Rocky Mountains, Canada & U.S. 442 224 109 49
Monashee, Cariboo, Selkirk, Percell Mountains, Canada 356 288 120 42
Coast Ranges, Cascade Range, Canada & U.S. 926 1270 491 39
Caucasus, U.S.S.R. 245 114 41 36
Pamir-Alai, U.S.S.R. 120 58 38 66

Table 1. Runoff Resources of Mountain Systems.

TOTAL RUNOFF AND MELTWATER RUNOFF The maximum values of runoff are typical for south-
When compiling the various maps, the altitudinal rela- eastern Alaska: total runoff in the altitudinal interval of

tions between the total river runoff and meltwater runoff 500-1000 m makes up 245 cm, while meltwater nmoff
were widely used. Maps of snow accumulation areas were above 1000 in is 193 cm. Maximum values of meltwater
used to extrapolate meltwater runoff from the higher eleva- runoff are recorded on the northern slopes of the Caucasus,
tions of drainage basins. 'The lack of observational data and 235 and 229 cm respectively, but only for altitudes above
insufficient hydrological knowledge of the alpine areas 4000 m (Table 1). The difference in the amount of melt-
forced us to widely use analysis of climatic maps of the water runoff in the two regions (southeastern Alaska and
glacio-nival zone, to estimate the periods of above-freezing Caucasus, U.S.S.R.) is caused by the fact that heat resources
temperatures and annual amount of liquid precipitation, and during the ablation period, presented as the total degrees of
to prepare maps of annual snow storage and solid above-freezing temperatures at the altitude of the equi-
precipitation. librium line on the northern slope of the Greater Caucasus

The Atlas presents an approximate evaluation of water (Bolshoi Kavkaz), make up 250-500°C, while in south-
resources from total river runoff, including its meltwater eastern Alaska they range from 100-6500 C. In the Cau-
component, for many mountain systems, including Alaska casus, melting occurs in all the altitudinal ranges and above-
(Table 1). The upper and lower limits of the meltwater run- freezing temperatures are recorded on the north slopes for
off and also the values of altitudinal intervals, from which 80 to 150 days annually. In southeastern Alaska the duration
the computations of the runoff resources were made, were of the period with temperatures above 0°C is 55 to 120 days
determined from the relationship of runoff to the altitude of [Davidovich, 1988]; above 3100 m there is virtually no
the basin. The lower boundary of meltwater runoff depends meltwater runoff. Thus the occurrence of meltwater runoff
on the limit of a stable snow cover. The position of the in regions of high snowfall is nearly completely dependent
upper limit depends on the height of ranges which form the upon heat resources. This relationship is typical of melt-
mountain system, the extent of glacierization, and the pres- water runoff from glaciers, and the runoff of meltwater from
ence of heat resources throughout the ablation period. When snow depends on the water content and quantity of
identifying the upper boundary of meltwater runoff, we snowpacL
referred to glacioclimatic maps which show the areas where The total runoff and meltwater runoff, estimated from the
above-freezh-g temperatures are infrequent. Taking into altitudinal intervals and expressed in the water content
account that even though the mean annual daytime tem-
perature remains below 00C, and melting may occur when equivalent, increases in conjunction with elevation, but as
daily summertime temperatures are above freezing, we the areas of these intervals decrease along with increasing
singled out the areas which lack meltwater runoff within elevation, the distribution of the total and veltwater runoff
these areas [Ananicheva and Dreyer, 1989]. resources is quite different. The maximum values coincide

It is of interest to compare the values of the runoff in t with the belt of 500-1000 mn in mountains of southeastern
mountain systems of Alaska with other regions. It can be Alaska; in the Coast Ranges they are at altitudes of 1000-
seen from Table 1 that the proportion of meltwater runoff 2500 m, in the western and central Pamirs at 3000-4000 m,
from snowpack and glaciers in the total river runoff and in the eastern Pamirs at 4000-4500 m. In all cases, the
increases in conjunction with continentality of the region, contribution of meltwater runoff increases with elevation,
that is, increasing distance from influence of moisture-laden eventually reaching 90% or more of the total.
maritime airmasses and associated cyclonic activity. In the We hope that the application of these newly developed
extremely continental regions of northern Alaska, especially cartographic methods to the study of predictive regularity in
in the Brooks Range and De Long Mountains, meltwater the distribution of meltwater runoff and total runoff
runoff makes up more than 80%; by comparison, in the resources in mountain systems and on macroslopes of the
Coast Ranges of western North America it is less than 40%. mountain systen. is useful. It allows us to identify the areas
The largest share of meltwater runoff in the mountains of where the main part of meltwater resources are formed,
southeastern Alaska, about 70%, is related to an extremely which is very important for the development of nature- and
high annual snowfall and the high degree of glacierization in water-protection measures, the selection of optimum refer-
this region. ence sites for monitoring, etc.
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SNOW AND ICE STORAGE glacierization, volume of glacier ice, specific values of melt-
Glacio-nival resources are represented most completely water from glaciers, and maximum snow storage, the mean

on the Atlas maps of glaciological zonation and ice storage. thickness of glaciers, extent of glacierization, and the time

Step-by-step zonation of the entire world, including small- interval for ice mass throughout the mountains, are shown
scale zonation of the earth and medium-scale zonation of on the map of southeastern Alaska for each region.
particular areas is included in the Atlas. It is significant for The content of the maps presented and several other maps

geography in general and is based on a combination of ore- in the World Atlas of Snow and Ice Resources make it pos-

graphic, hydirlogical, and glaciological approaches. The sible to describe numerically the role of precipitation in the

zonation approach allows us to better understand glaciolog- largest mountain-glacier regions of the Northern Hemi-

ical peculiarities of the earth and to organize the computa- sphere. The important role of liquid precipitation in the heat
tioanpeiare of t and ice resorgcesinspecifize nturalregiom - balance of maritime glaciers has been established. Depen-
tion of snow and ice resources , specific natural regions dence of global changes in snowfall on the processes of
[Kotlyakov andaDreyer, 1984]. atmospheric circulation has also been established: the

The maps of natural ice storage on scales from growth of snowiness in the nort.•ern and southern hemi-
1:1,500,000 to 1:7,500,000, accompanied by summation spheres is related to the prevailing meridional types of cir-
tables, give the general idea of the total areas and volumes culation, and its decrease is linked to the zonal type of
of glaciers, the volumes and specific values of their annual circulation. Computations have shown that heat losses on
meltwater runoff, and seasonal snow cover and the date of the melting of seasonal snow cover make the rate of atmos-
its maximum areal distribution in each of the regions. Dur- pheric heating three times slower than expected, while oro-
ing compilation of the maps, evaluations of mean thickness graphic conditions play a decisive role in the development
of glaciers in various glacierized basins were carried out in of mountain glaciers.
conjunction with computations of the time interval (cycle) The compilation of the maps of the World Atlas of Snow
of ice mass throughout glaciers, an important index of gla- and Ice Resources has been completed. All maps are now
cier resources. being published in Moscow and in Kiev. Although the vol-

The area and volume of glaciers and sea ice and specific ume of maps is large, we hope that the Atlas will be released
values of maximum snow storage are depicted on the map in 1993 and contribute to a better understanding of global
of the Arctic in water content equivalent. The areas of change occurring in glacio-nival phenomena on earth.
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ABSTRACT
The overall mass balance of the Antarctic ice sheet has been estimated by com-

parison of the best available data on input in the form of snowfall with output in the
form of ice flux through gates at or near the margin of the ice sheet. Surface melt is
a negligible contributor to mass balance and has been ignored. Bottom melt under
large ice shelves remains a major source of uncertainty. We conclude that there is
probably an excess input of 2-25% of the total input, equivalent to a sea level low-
ering of 0.1-1.1 mm yr-1. Although errors remain, it becomes increasingly clear
that an antarctic contribution to current sea level rise is unlikely. We attribute a
reported iceberg flux that is larger than the mass input to a non-equilibrium break-
back of the fronts of the ice shelves.

INTRODUCTION (grounded) ice; systems entirely on an ice shelf, and com-
In this paper we have crmbined all the information we bined systems that include beth inland and ice shelf ice but

could find about the net mass balance of the Antarctic ice without measurements at the grounding line. The most
sheet. The approach we have used is to compare mass input desirable measurement in regard to sea level change would
values with corresponding mass output values where both include output flux precisely across a grounding line. In
are known, and then to extrapolate to the rest of the .:ce sheet actuality, output is usually measured either some distance
in several ways. inland of the grounding line or at or near the front of an ice

We have used primarily the nomenclature, mass inputs, shelf. In the latter case, some interpretation of the regimen
and areas of drainage systems given by Giovinetto and of the ice shelf, particularly the rate of bottom melting, is
Bentley [1985], modified in minor ways. Values for mass necessary in order to estimate the net mass balance inland of
inputs and areas cited without reference are from this the grounding line. The ice shelf systems are, of course,
source. Those mass inputs are, we believe, the most accurate irrelevant for the direct determination of sea level change
(as well as the smallest) estimates available for reasons since they are already in the ocean, but they are included
given by Giovinetto and Bentley [1985], Giovinetto and because measurements on ice shelves are an aid to inter-
Bull [1987], and Giovinetto et al. [1989]. However, differ- preting the third type of system wherein the output is known
ences between compilations are not great in most places, only at the front of an ice shelf.
and where other authors have estimated net mass balances Many geographic names are cited in this section--too
for particular drainage systems (or parts of systems) we many to show on a small map. All can be approximately
usually have used their estimates without modification. The located by the drainage systems in which they occur
one major difference from Giovinetto and Bentley [1985] is (Figures 1-4).
in the Lambert Glacier drainage basin, for reasons explained
below. Inland Ice Only

See Table I and Figure 2.
BALANCE MEASUREMENTS Jutulstraumen (in system K'A). The outflow is from Van

In this section the observations are summarized in three Autenboer and Decleir [1978). The input was found by
groups: systems with input and oatflow on the inland multiplying the total estimated input for the encompassing
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Figure 1. Map of antarctic surface elevation and drainage systems. Contour interval is 0.5 kmi. Drainage systems are referred to in the text by
their coastal limits, marked by capital letters. From Giovinetto and Bentley [19851.

system K'A, 31 Gt yrl, by the raio of the areas of the there are no measurements [Allison, 1979; Allison et al.,
Jutulstraumen drainage system, 124 x 103 km2 [McIntyre, 1985; McIntyre, 1985ab]. Recently Seko et al. [1990], from
1991, quoted by Swithinbank, 1988], and system K'A, 234 x AVHRR imagery. found a striped pattern on the surface that
103 km2. appears to require a positive accumulation rate. Therefore,

Eastern Queen Maud Land (system A'A"). The most we prefer the interpretation of Allison [1979]. Nevertheless,
important output in this system is through Shirase Glacier. we include as an alternative in Table 1 the interpretation of
14 Gt yr-1 [Fujii, 1981]. Other measured outputs are 1.5 Gt McIntyre [1985a] as quantified for accumulation rates by
yr-1 across the Soya Coast [Shimizu et al., 1978], 10.4 Gt Giovinetto and Bentley [1985]. Also included is an ablation
yr-1 through Rayner Glacier [Morgan et al., 1982], and 4.4 rate on the Lambert Glacier itself of 7 Gt yr- [Allison,
Gt yr-I in the Molodezhnaya area [Bogorcdsky et al., 1979]. 1979].
We have completed system A'A" by extrapolating outputs to Western Wilkes Land (in system CD). There are three
the Prince Olav and Prince Harald Coasts, using the mean overlapping systems considered here. The first ("interior" in
flux across the Soya Coast (0.012 Gt km-I yr-I), to get 6 Gt Table 1) is in the deep interior with an outflow measured
yrl. across a line from Pionerskaya station to Dome C station

Eastern Enderby Land (in system A"B). Outflow is [Young, 1979; Kotlyakov et al., 1983]. The second system
through a small gate near the coast [Morgan et al., 1982]. ("flank") is inland of a gate approximately along the 2000-m
Inputs are from Kotlyakov et al. [19741 and Bull [19711 and elevation contour, downstream from the eastern half of the
from flow across a gate approximately along the 2000-m Pionerskaya-Dome C line [Hamley et al., 1985; Jones and
elevation contour [Morgan and Jacka, 1981]. Hendy, 1985]. Measurements along the 2000-m contour line

Lambert Glacier (system B'B"). The outflow from this actually extend several hundred kilometers farther to the
vast system is through a narrow gate where Lambert Glacier west [Young et al., 1989a], downstream from the western
feeds into the Amery Ice Shelf [Allison, 1979]. There has half of the Pionerskaya-Dome C line; analysis is not yet
been disagreement as to whether there is net accumulation complete, but preliminary results show no significant imbal-
or net ablation in an extensive region in the interior in which ance there either [W. F. Budd, personal communication,
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System Mass Imbalance

Accumulation Outflow Net Fraction Significant?
Gt yr-I Gt yr"I Gt yr"I %

JutWu-raumen 16 11 +5 +31 no
Ezstert Queen Maud Land 35 35 0 0 no
Eastern Enderby Land 13 10 +3 +23 no
Lambert Glacier (Allison/McIntyre) 50/18 11 +39/+7 +78/+39 yes/no
West'ern Wilkes Land: interior 27 21 +6 +22 no

flank 64 65 -1 -2 no
Tottei Glacier 44 40 +4 +9 no

Combined 79 75 +4 +5 no
East Antarctica into Ross lce Shelf 77 51 +26 +34 yes
West Antarctica into Ross lce Shelf 91 99 -8 -9 no
Thwaites Glacier 49 44 +5 +10 no
Pine Island GLier 76 26 +50 +66 yes
Rutford Ice Strewm 12 18 -6 -50 no

TOTALS 498 381 +118 +24%

Table 1. Measured Mass Balances, Inland Ice Alone

West Antarctica into the Ross Ice Shef (system E'F). Out-
put is from Shabtaie and Bentley [19871.

Thwaites Glacier (in system GH). Both input and output
here are from Lindstrom and Hughes [1984].

Pine Island Glacier (in system GH). The output is from
_ •Lindstrom and Hughes [1984]. Two different estimates of

input come from Crabtree and Doake [1982] and Lindstrom
and Hughes [1984].

"Rutford Ice Stream (in system JJ). Crabtree and Doake
" " -c [1982] give both input and output across the grounding line.

& Summary. The indicated imbalance for each system is
shown in Table 1, both in Gt yr- and in percentage of input.
Also in Table I is our interim opinion as to whether each

. .particular imbalance is significant, based on the calculated
".'.••K - ".. + / value and an interim assessment of the accuracy and corn-

*-. pleteness of the measurements; the systems are marked cor-
respondingly in Figure 2. Generally speaking, the error in an
input figure for a single drainage system is around 15% (see
Shabtaie and Bentley [1987] for an update on the analysis of
Giovinetto [1964] that led to an error estimate of 20-25%).
Outputs are accurate to about 5 or 10%, except on
Jutulstraumen where ice thickness is measured by gravity

Figure 2. Ma p of surface mass balance rates [from Giovineto and rather than by radar. We are currently preparing a more thor-
Bentley, 1985], upon which the inland-ice systems containing net ough evaluation of input and output errors.
balance determination have been delineated. 0 means no sig-
nificant imbalance, + means a significant positive net balance. See Ice Shelves Only
Table 1. See Table 2 and Figure 3.

Amery Ice Shelf, Lambert Glacier flow band (system
B'B"). We estimated the outflow based on data given by1990]. The third system, which encompasses part of the uget Budd et al. [1982]. They give velocities across a line 50 kin

vious two, has its outflow through Torten Glacier [Young et south of the ice front, and ice thicknesses across half of the
al., 1989b]. We have calculated the input flux in based on line. We have assumed that the transverse ice thickness pro-
data given by Jones and Hendy [1985]. file is symmetric around the center line, as the velocities are.

E&. - i ntarctica into the Ross Ice Shelf (syster. EE). The We have also delimited the section of the outflow line that
flux -I. igh the Transantarctic Mountains into the Ross Ice corresponds to the outflow from Lambert Glacier using flow
Shelf is given by Bentley [1985]. lines shown by Budd et al. [1982]. The excess output
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System Mass

Inflow Accumulation Outflow Net Basal melt implied
Gt yr-i Gt yr- Gt yr-i Gt yr- m yr-I

Amery I.S., Lambert flow band 11 4 20 -5 -0.3
Grid eastern Ross Ice Shelf 51 41 55 +37 +0.15
Grid western Ross Ice Shelf 99 34 97 +36 +0.15

TOTALS 161 79 172 +68

Table 2. Measured Mass Balances, Ice Shelves Alone

Combined Systems
See Table 3 and Figure 4.
The approach in this section is to compare the output

"from the ice shelves with the input over the whole .,stem,
", ,' .-.- •. to calculate the bottom melt rate under the ice slhlf that

would be required for steady state, and to judge whether that
A, rate is reasonable in light of whatever other information inay

Nt exist.
Amery Ice Shelf (system BC). The outflow is the total% ,across the gate of Budd et al. [1982]. Bottom accumulation

• "- / freeze rate of 0.7 m yr- [Budd et al., 1982]. The huge pos-
" " ....f--- i •/ itive net mass balance indicated for this system could only

: / be reduced to zero by a bottom melt rate under the ice shelf
, / of 1.5 m yrl, which is not reasonable in view of the

O~t~ ~ /observed freezing rather than melting. We conclude that the
, /net positive balance is significant.

George VI Ice Shel (most of system H71). Inputs and out-
puts for this system are from Potter et al. [1984]. The high
value of equilibrium melt rate is supported by both strain
rate measurements on the ice shelf [Bishop and Walton,
1981] and ocean-water isotope data [Potter et al., 1984].

Figure 3. Map of surface mass balance rates [from Giovineno and Ronne and Filchner Ice Shelves (system JK). Outputs
Bentley, 1985] upon which the ice shelf systems containing net here are from observations on the positions of the ice front
balance determination have. been delineate& Numbers are the bot-
tom melt rates calculated ,r the assumption of steady state. See in different years [Lange, 1987]. From Lange's [1987] tables
Table 2. it is possible to separate the output into systems JJ' (western

Ronne Ice Shelf), J'J" (eastern Ronnc. Ice Shelf), and J"K
(Filchner Ice Shelf). The indicated basal melt rates under the

implies, for a steady-state ice shelf, a bottom-freeze-on rate ice shelf average about a third of a meter per year, which is
of 0.3 m yr1, which is a reasonable figure in the light of the a reasonable rate overall. However, the result for the eastern

Ronne Ice Shelf is not reasonable taken alone because of theother indications of bottom freezing [Budd et al., 1982]. extensive bottom freeze-on that is known to occur here
Western Ross Ice Shelf (system E'). Input and outp [Engelhardt and Determann, 1987; Thyssen, 1988].

data are from Bentley [19851; the output is through a gate Brunt and Riiser-Larsen Ice Shelves and Stancomb-Will
that is roughly 100 km south of the ice front. The net pos- Ice Tongue (in system KK). From data given by Orheim
itive mass balance corresponds to an average bottom melt [1986] we have estimated 30 Gt yr- out from the Riiser-
rate of 0.15 m yr-l for an assumed steady-state ice shelf. For Larsen Ice Shelf and 18 Gt yr-t out from the Stancomb-Will
comparison, the average melt rate estimated for the entire Ice Tongue. Lange [1987] gives 24 Gt yrl out at the front of
ice shelf by Pillsbury and Jacobs [1985] is 0.28 m yr- ± the Brunt Ice Shelf. Using these output rates and an input to
50%. These estimates are not significantly different, so there system KK' of 80 Gt yr-1 leads to a melt rate for steady state
is no evidence that the ice shelf is out of steady state. of 0.16 m yr-i. However, measurements on the ice shelves

Eastern Ross Ice Shelf (system E'F). Output and input have indicated melt rates on the order of I m yr-1 [Thomas,
estimates are from Shabtaie and Bentley [1987]; output is 1973; Gjessing and Wold, 19861, which are incompatibly
again through a gate about 100 km south of the ice front. larger. The implication then is that this system has an over-
The net balance leads to an equilibrium bottom melt rate of all negative mass balance. It is impossible to say how much
0.15 m yr-i, the same as for the western portion of the shelf. of this should be attributed to the inland ice, which would
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Syitem Mass

Accumulation Basal melt Outflow Net Basal melt Reasonable?
measured for steady state

Gt yr-1  Gt yr-1  Gt yr-1  Gt yr-1  m yr-1

Amery Ice Shelf (Allison/McIntyre) 97/65 -11 25 +83/+51 +1.51+0.9 no
(-0.7 m yr-I)

George VI Ice Shelf 52 4 +48 +2.1 yes
Western Ronne Ice Shelf 91 47 +44 +,J.37 yes
Eastern Ronne Ice Shelf 103 44 +79 +0.28 no
Filchner Ice Shelf 107 60 +47 40.35 yes
Brunt & Riiser-Larsen LS.'s 80 45 72 -37 +0.16 no

(I m yrl)
TOTALS 530 34 252 +244

Table 3. Measured Mass Balances, Combined Systems

except those that we have indicated as significantly out of
balance. Assign the entire negative imbalance of the Brunt/
Riiser-Larsen system to the inland ice, assume that the
"inland portion of the entire Filchner/Ronne system is in bal-
ance, and accept the McIntyre interpretation for the Lambert
Glacier system. The sum of the net balances for the three

, \ unbalanced systems, East Antarctica into the Ross Ice Shelf
+2. +1. (+26 Gt yr-l), Pine Island Glacier (+50 Gt yrl), and Brunt/

k Riiser-Larsen Ice Shelves (-37 Gt yrl), is 39 Gt yr-1, which
"• +, f is equivalent to a sea level lowering of 0.11 mfn yr-1 .

""- - ' j As a second approach, which will give a high figure, take

P. the sum of all the inputs and outputs (including Allison's
interpretation for the Lambert Glacier system) for the sys-
tens that comprise inland ice only and then assume that
these regions are, on the average, typical of the ice sheet as
a whole. To extrapolate we have weighted in two ways; by
mass input, because the regions without measurements are
predominantly in tht, coastal zones of heavier snowfall, and
by area. These two methods of weighting lead to overall
positive net mass balances of 400 Gt yrl (1.10 mm yr-1 sea

Figure 4. Map of surface mass balance rates [from Giovinetto and level lowering) and 290 Gt yr-1 (3.79 mm yr-I sea level low-
Bentley, 1985] upon which the combined systems containing net ering), respectively (Table 4).
balance determination have been delineated. 0 means no sig- Our third approach is to use all the systems that include
nificant imbalance, + and - mean significant positive and negative
net balance, respectively. Nunbers we bottom melt rats cal- inland ice. Again assign all imbalances to the inland ice;
culated on the assumption of steady state. See Table 3. also assume that the inland portions of the George VI,

Ronne, and Filchner Ice Shelf systems are in balance.
Extrapolate to the rest of the ice sheet as before, using both

affect sea level, and how much to the ice shelves, which mass input and area as weighting factors. The results then
would not, are 140 Gt yr-! (0.39 mm yr-i) and 110 Gt yr-l (0.30 mm

yr-l), respectively (Table 4).
CURRENT ANTARCTIC NET MASS BALANCE These different extrapolations together suggest an overall
There are many ways that one could proceed from' te positive mass balance in the range 40-400 Gt yr-i, i.e., a

contribution to sea level lowering of 0.1-1.1 mm yr-1.data presented to assess the state of the ice sheet as a whole. A different type of approach is to consider what the
Because the uncertainty in extrapolation is substantially implication would be, for the regions without measurements
larger than the errors of measurement, we have not felt it (Figure 5), of assuming either that the Antarctic ice sheet is
feasible to calculate a mean imbalance with a standard error making no contribution to sea level change at all, or that it
estimate. Rather, we have chosen three methods of extrap- actually contributes to sea level rise. Assume first that the
olation designed to indicate the likely range of overall mass overall net balance is zero. The negative net mass balance
balance. First, to get a low figure, assume that all the sys- required for the unmeasured regions, into which the input is
tems, both with and without measurements, are in balance 870 Gt yr-, is 40-400 Gt yr-l, or 5-55% of the input. For
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From Grounded Areas Alone From All Measurements

By Mass By Area By Mass By Area

Total mass input (M) 166 OGt yr- 166 OGt yr-I

Total area (A) 12.1 x 1-6 km2  12.1 x 106km2

Mass input to measured systems (in) 500 Gt yr4  980 Gt yr-I
Fraction of total mass input (fro=m/M) 30 % 59%

Areas of measured systems (a) 5.1 x 106 km2  8.6 x 106 km2

Fraction of total area (fa=WA) 42% 71%

Mass excess in measured systems (dm) 120 Gt yr-1  120 Gt yrI 80 Gt yr- 80 Gt yr-I

Mass excess extrapolated to
whole ice. sheet (8m/fm) 400 Gt yr-I 140 Gt yrI

(8m/fa) 290 Gt yr4  110 Gt yr4

Fraction of total ir,. ut 24% 17% 8% 7%

Equivalent sea level lowering 1.1 mm yr 4  0.8 mm yr4  OA mmyr-l 0.3 mm yr-I

Table 4. Contribution to Sea Level

balances? In fact, what evidence there is suggests the con-
trary. For example, system AA' along the Queen Maud Land
coast has in input of 77 Gt yr-I and a coastline that is 1150
Ikm long. The mass flux for balance would be 0.067 Gt Ian-i
yr-I, essentially the same as for neighboring system KIA,
"which contains Jutulstraumen. But satellite images
[Swithinbank, 1988] show no outflow systems in sectiois
AA' nearly comparable to Jutulstraumen. Extensive moun-

.-,tai ranges in the interior sub-parallel to the coast block ice
,. flow through them-the flux through the entire Sor Ron-

. - . dane is less than 2 Gt yr-I [Van Autenboer and Decleir,
7- ". 1978]. The problem in this sector seems to be how the out-

- flow can even equal the input, let alone exceed it.
" In Wilkes Land, early work by Lorius [1962] in a smallsector along the Adelie Coast (section DD) (not included in

./ '' our compilation because there were no measurements of ice7 .' thickness) suggested a positive net mass balance. The only
" 1 system whose outflow actually has been measured at the

•< coast, that through Totten Glacier, is in balance. Farther to
the west, the small coastal sector in Enderby Land is in bal-
"ance or slightly positive.In Graham and eastern Palmer Lands (section U) the evi-

Figure 5. Map of surface mass balance rates [from Giovineno and dence is mixed and there is no clear trend, as extrapolation
Bentley. 1985] upon which the systems without net balance meas- of sparse data in this region of rugged terrain is difficult [C.
urement have been delineated. Dotted lines denote the outflow S. M. Doake, personal communication, 1989].
perimeters. Thus what evidence there is suggests that the coastal

areas are no more likely to show large negative net mass
balances than the interior. We find nothing to contradict the

the Antarctic to b ontributing 0.5 mm yr- to sea level rise, conclusion of a net positive balance of a few hundred Gt
as has sometimes been proposed, an additional 180 Gt yrI yrl, i.e., a negative contribution to observed sea level rise
would have to be supplied, which would imply a negative of several tenths of a millimeter per year. Note that this con-
net balance of 30-80%! clusion has not changed from that of Budd and Smith

Is there any reason to suspect that the regions without [1985], who estimate 0-1 mm yrI sea level lowering based
measurements are characterized by strongly negative net on fewer data and a different approach
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ICEBERG FLUX personal communication, 1989]. Shirase Glacier tongue has
Data from a systematic program of iceberg observation in broken back in the 1980s [Nishio, 1990]. Williams and

the waters around Antarctica, in which nearly all ships trav- Ferrigno [1988] and Ferrigno et al. [1990] document large-
eling to and from Antarctica participate, have been analyzed scale retreat or recession in several areas, although their
carefully by Orheim [1985, 1988, personal communication, study is dominated by the super-giant icebergs that are not
1989], taking into account multiple sightings, mean res- included in the iceberg flux calculations. Overall, a general
idence times, and size distributions. His conclusion is that retreat of the floating ice margins of the ice sheet is indi-
the total calving rate from the continent, ignoring the recent cared, but whether that retreat is large enough to account for
giant icebergs, is at least as large as the total mass input onto the excess iceberg flux remains problematical.
the continent. If melting under the ice shelves is added as an
3utput term, the implication is for a negative net mass CONCLUSION
balance. At present the antarctic contribution to sea level change

The indicated imbalance is equivalent to an average probably is a lowering that lies between 0.1-1.1 mm yr t.
break-back rate of 1 km yr-i along all the ice-shelf fronts That amounts to 40-400 Gt yr-i total excess mass input, or 2
around the continent. There is at least qualitative evidence to 25% of the total yearly input. Our estimate is not sig-
to indicate that such a break-back is occurring. Zakharov nificantly different from most of those in the past, but the
[19881 has compiled information from maps and satellite n d
images on frontal positions of the ice shelves and floating expanding coverage of the ice sheet makes it increasingly
glacier tongues around Antarctica over the last century. He difficult to attribute any contribution to sea level rise to Ant-
found that through the 1970s a larger proportion of the arctica. Excess iceberg flux probably reflects a secular
fronts were advancing than at any other time in his cover- breakback of ice shelf fronts.
age. Unfortunately, his data end in 1980, but it would be
reasonable to suppose that after a period of unusual advance ACKNOWLEDGMENTS
a net break-back would occur. In the Antarctic Peninsula This work was supported by NSF grant DPP86-14011 to
region the Wordie (section H1I), George VI (section HI), the University of Wisconsin and NSERC grant
and Larsen Ice Shelves (section Il") have all been decaying OGP0036595 to the University of Calgary. This is contribu-
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The Impact of Global Warming on the Antarctic Mass
Balance and Global Sea Level

W. F. Budd and Ian Simmonds
Department of Meteorology, University of Melbourne, Parkville, Victoria, Australia

/ ABSTRACT
The onset of global warming from increasing "greenhouse" gases in the atmos-

phere can have a number of important different impacts on the Antarctic ice sheet.
These include increasing basal melt of ice shelves, faster flow of the grounded ice,
increased surface ablation in coastal regions, and increased precipitation over the
interior. An analysis of these separate terms by ice sheet modeling indicates that the
impact of increasing ice sheet flow rates on sea level does not become a dominant
factor until 100-200 years after the realization of the warming. For the time period
of the next 100 years the most important impact on sea level from the Antarctic
mass balance can be expected to result from increasing precipitation minus evap-
oration balance over the grounded ice. The present Antarctic net accumulation and
coastal ice flux each amount to about 2000 kmn3 yr-1, both of which on their own
would equate to approximately 6 mm yr-i of sea level change. The present rate of
sea level rise of about 1.2 mm yr-1 is therefore equivalent to about 20% imbalance
in the Antarctic mass fluxes.

The magnitude of the changes to the Antarctic precipitation and evaporation
have been studied by a series of General Circulation Model experinments, using a
model which gives a reasonable simulation of the present Antarctic .__ate, includ-
ing precipitation and evaporation.1jie experiments examine the changes in the Ant-
arctic precipitation (P) and evaltration (E) resulting separately from decreasing
incremc-itally the Antarctic sea ice concentration and from global warming accom-
panied by decreased sea ice cover.

For total sea ice removal the changes obtained were P:+23%; E:-8%; (P-
E):+48%. For global warming with sea ice reduction by about two thirds the
changes were P:+47%; E:+22%; (P-E):+68%. This latter increase in mass flux is
equivalent to about 4 mm yr-I of sea level lowering which could provide a small but
significant offset to the sea level rise expected from ocean thermal expansion and
melting of temperate glaciers.

INTRODUCTION shelves diminished. On the other hand, for the shorter term,
Considerable interest has developed in recent years the effect of increasing precipitation over the Antarctic

regarding the role of the Antarctic ice sheet in possible would have an immediate impact in contributing to sea level
future changes of sea level. It was indicated by Budd et al. lowering. Table I shows the current estimates of Antarctic
[19871 and Budd [1988] that the major response of the Ant- snow accumulation in relation to sea level change. In spite
arctic ice sheet to global warming which could contribute to of the uncertainty in the accumulation estimates the present
sea level rise, from increased ice flow, would be delayed for Antarctic accumulation rate is equivalent to about five times
over a century following the warming, while the floating ice the current rate of sea level rise. An appreciable increase in
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Area of Antarctic grounded ice 13 x 16 parison of the model climatology with observations is pre-
Arean Aaccumultin grated (waer) 160 ± 20% mm sented in Simmonds et al. [1988]. In particular the model
Mean accumulation rate (water) 160 + 20% mm yrl gives a favorable representation of the global surface pres-
Mean total water equivalent influx 2.1 x 103 kin3 yrl sure and precipitation distributions which are relevant to the

Currenteratelofhseag l risaen -12 mm yr- surface fluxes and the latent heat exchanges addressed here.
An evaluation of the global surface fluxes from the model
has been given by Simmonds and Dix [1989] and an assess-

Table 1. Antaracdc Mass Flux and Sea Level Change. ment of model performance in the Antarctic is presented by
Simmonds [1990a]. This control version of the model uses

the Antarctic accumnulation rate from global warming could 100% sea ice cover with no open water leads in the sea ice

therefore provide a significant offset to the increase in s region. A parameterization scheme for prescribed sub-
level expected from thermal expansion and the melting of gridscale leads, or open water fraction, is described by
temperate glaciers, cf. Robin [1986m. Simmonds and Budd [1990].temperastenglcie fobn [8 thereforebeingiA series of experiments with different open water frac-

Increasing attention is therere being directed towards tions has been carried out to evaluate the sensitivity of the
analyses of the present Antarctic precipitation and acca- climate to open water within the sea ice zone. The open
mulation rates and their likely changes with global warming, water fractions chosen were 0, 5, 20, 50, 80 and 100% and
Simple assessments of accumulation rate change, based on the corresponding experiments are denoted here by Wo. W5,
temperature changes and the saturation vapor relation alone, W 0  sW 0  n io h iuain aebe u

are inadequate because other factors, such as atmospheric W20, W50, W&o, and W1oo. The simulations have been run

dynamics, are also involved. For example the present At- for perpetual January and July with prescribed sea surface

arctic winter accumulation is higher than that of summer, in temperatures (SSTs) and sea ice extent, with the open water

spite of lower temperatures during winter. Another approach fraction replacing sea ice by water at the freezing point

is to consider the balance of the atmospheric vapor trans- runs 390 days, with the caimatologies omputed for the last

porL Bromwich [1990] has shown that the net southward 600 and 300 days respectively.

atmospheric water vapor fluxes from coastal radiosonde
data, in spite of coarse spacing, provide a reasonable match To simulate the impact of global warming, including a

with the present net mass balance for the Antarctic decrease of the sea ice cover, reference was made to a

accumulation. number of other GCM simulations of the response to the
Referncum hat, bdoubling of atmospheric carbon dioxide content (2 x CO2Reference hsbemaeto increases in Antarctic pre experiments). Grotch [1988] showed that for the July period

cipitation from General Circulation Models (GCMs) for the (Junes) th model spones for sfe ter-

double CO2 (or total Greenhouse gases) scenarios (2 x C0 2) (June, July, August) the model responses for surface tem-

as an indication of possible Antarctic accumulation changes. perature were largest, and most different between models, in

Grotch [1988] showed that the results of the four ages the region of the Antarctic sea ice. The large differences

which he surveyed gave precipitation increases in the Ant- between models is partly due to poor control simulations as

arctic between 20 and 50% for the 2 x C02 simulations rel- well as to the differences in simulation of changes in sea ice

ative to the control simulations for the present climate. It is cover.

important to recognize that the net accumulation is the i The procedure adopted here for the sensitivity study was

ference between precipitation (P) and evaporation (E), and to take the zonal mean SS7 ange of the four models ana-
so changes to both need to be considered in relation to cli-SST distributionmate changes to provide the SSTs for the equivalent 2 x CO2 experiment.

mate hange. aiThis preserves the longitudinal pattern of the SSTs and is in
Since the proporti,2-al increase in evaporation in re effect not unlike the prescription of an ocean flux correctionpolar regions for the 2 xCO2 case is less than that of pre- to preserve the SST pattern as described by Hansen et al.

cipitation it can be expected that the proportional increase in 18 the zoa mateerature anom alies (o 2 l.

(P-E) would be even greater than that of P alone. [19841. The zonal mean temperature anomalies (for 20* Lat.

It was found by Simmonds and Budd [1990] that the frac- intervals) are given in Table 2. The Antarctic sea ice for this
tion of open water in the sea ice also greatly influences the experiment is reduced by the outer two grid points and

replaced by water at freezing point, and the open water frac-Antarctic precipitation. As global warming can be expected tion within the sea ice zone was prescribed at 20%. Note

to be associated with a decrease of the sea ice cover as well that there are more grid points in the sea ice zone in this

as a temperature increase, it is considered worth exploring model, compared to the four models referred to above,

the impact of decreasing the sea ice cover, as well as because of the higher resolution 21-wave model used here.
increasing the sea surface temperature (SST), inde- beasoftehgrrsluin2wv mdlsdhr.
increasngly, the shangeasurf tempearatureciitan inde For the July equivalent 2 x CO2 case treated here the area of
pendently, on the changes to Antarctic precipitation and th seiezoeinldgth opnwerfaio)i

evaporation. A series of GCM experiments have therefore the sea ice zone (including the open water fraction) is

been carried out to provide sensitivity studies of the impact reduced to 4.6 x 106 km2 from to 15.7 x 106 kM2 in the con-

of reduced sea ice cover separately in addition to the impact trol which is based on the present observed sea ice

of global warming combined with reduced sea ice.

DESCRIPTION OF MODEL AND EXPERIMENTS Latitude 80 60 40 20 0 -20 -40 -60
The GCM used here is the Melbourne University spectral ATrC 1.6 3.4 3.8 2.9 2.6 2.8 3.4 6.2

model Version V.3 with wave number 21 (rhomboidal trun-
cation) and 9 levels in the vertical. A basic description of
the model physics is given by Simmonds [1985] and a com- Table 2. Zonal Mean SST Increases (AT) for WARM Experiment.
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Latitude Area of Ice Elevation Model Balance Observed Accumulation
Band Obs. Model P E (P-E) A

oS 103 kmn2  km min yr-I mm yr-l

90-85 997 2.76 2.34 128 113 15 68
-85-80 2909 1.95 2.22 325 113 212 82

80-75 4234 1.94 1.88 387 139 248 135
75-70 4273 1.22 1.17 438 270 168 209
70-65 1681 0.22 0.36 712 332 380 424
65-60 94 0.00 -0.03 913 402 511 598

Table 3. Antarctic Accumulation: Simulated and Observed.

climatology given by Zwally ot al. [1983]. This simulation A summary of the model results for P, E and P-E over the
experiment for the equivalent 2 x CO2 global warming sce- Antarctic as a function of latitude is given in Table 3 along
nario is denoted as "WARM." In this experiment the actual with the mean elevation and area of the latitude bands and
amount of CO2 in the atmosphere was not changed frorn the net accumulation from an updated compilation of Budd
that of the control. and Smith [1985]. A map of the distribution of the cor-

GCM CONTROL SIMULATION OF THE responding mean precipitation rate for January and July is

ANTARCTIC MASS BALANCE shown in Figure 1, the evaporation rate for January is shown

The annual mass balance for the model control simula- in Figure 2 and the annual mean distribution of (P-E), repre-

tion has been estimated from the mean of the January and sented by the January and July means, is shown in Figure 3.

July rates of precipitation minus evaporation, converted to It should be noted ta even though the model has better
an annual total. Observations show that winter precipitation, resolution than those analyzed by Grotch [1988] there are
and summer evaporation, are generally larger than their still some noticeable discrepancies in the Antarctic topog-
annual averages [cf. Rusin, 1961]. Observations of the raphy which can influence the precipitation and evaporation.
separate components of precipitation and evaporation are Nevertheless the general decrease of the net (P-E) with dis-
notoriously difficult to obtain so reference is made to the tance towards the pole is quite comparable with that of the
annual net accumulation of snow in water equivalent. It is net accumulation. The proportion of evaporation to pre-
considered that the mean of the simulated January and July cipitation obtained here is similar to the results from other
values gives a reasonable estimate of the annual total until evaluations, e.g., Loewe [1957], Rusin [1961],
the full annual cycle from the model is available. Schwerdtfeger [1984].

y rr-. shownjN~ . 4

4914
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So 71/

Figure 1. Mean of the precipitation rates in the January and July Figure 2. Evaporation rate in the January control simulation. The
control simulations.T'Me ntour values are 10, 20,40 and 80cm contour interval is 10 cm yr1 and the 5cm yrl contour is also
yr1 . shown.
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Figure 3. Mean of the precipitation minus evaporation rates in the Figure 4. Difference between the precipitation rates of the WARM
January and July control simulations. The contour values are 5,1 0, and the control simulations. The contour interval is 0.5 mm day-4 ,
40 and 80 an yr-l. and zero contour is accentuated and negative contours are dashed.

Regions of differeaces significant at the 95% confidence level arestippled.
Evaporation rates in the Antarctic over snow are par-

ticularly difficult to measure. Budd [1967] obtained values
of 400 mm yr-i at 100 m elevation reducing to 200 mm yr-1  middle of the range of estimates reviewed by Giovinetto and
at 600 m over blhu ice of the ablation zone inland of Bull [1987].
Mawson. In a recent review of blue ice fields in the Ant-
arctic, Mellor and Swithinbank [1989] report ablation rates MODEL RESULTS FROM REDUCED SEA ICE
at sites above 2000 m in the interior varying from 100 mm AND GLOBAL WARMING
yr- about latitude 700S to about 50 mm yr-I south of 800S. Only a brief summary can be given here. We therefore
Recognizing the coarse resolution of the spectral model the consider only the results for the July simulations. A more
totals over the ice sheet obtained for the control simulation detailed analysis of the impact of the ice reduction on pre-
may be considered as reasonable viz. average precipitation cipitation is given by Simmonds [1990b]. Tables 4 and 5
372 mm yr-1, evaporation 204 mm yr-i and P-E 168 mm summarize the results for the changes in the Antarctic
yr-1, compared with the average accumulation from the region, including the total and percentage changes of P, E
Budd and Smith compilation of 160 mm yr-l over grounded and (P-E) from the model simulations for decreasing sea ice
ice. This value of average accumulation is in about the (Wo to W100) and for the case of global warming (WARM).

Over Sea Ice Zone Over Antarctica

Parameter P E SH TS Ta E SH T. T,
mm day-I W mi2  Wim-2  *C CC W m-2  Wm"2  *C OC

Experiment

Wo 2.47 20.3 -46.2 -19.3 -16.8 16.0 -61.8 -40.3 -30.7

W5  -Wo 0.0 3.8 12.1 2.0 1.2 029 -1.1 0.9 0.6
W50 - Wo 0.J5 22.8 75.6 12.5 7.6 -0.86 -2.6 4.2 3.1
W8o - Wo 0.05 28.9 94.7 16.0 10.1 -1.71 -2.1 5.8 4.7
W100 - Wo -0.06 28.0 102.9 17.6 11.1 -1.42 -3.6 7.2 5.6

WARM- W0  0.66 10.0 58.2 13.5 10.7 +2.85 -7.3 9.5 7.9

Table 4. Simulated Changes from Control (W0) for Experir. W5. W5, W8& WI0, and WARM. P=Precipitation; E=Evaporation;

SH=Sensible Heat; T1=Surface Temperature; Ta=Air Tempe are.
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P PIP~o E E/E32o (P-E) (P-E)M3 ZONALLY-AVEAAGEO PKICIPITATIZOI CHAN"E
1.5

mm % inn % MIT
day" day"1 day-' .....

Experiment

WO 1.02 84 0.56 102 0.46 69 ;'.5 _"1
W5 1.09 89 0.57 104 0.52 78
W2o (1.22) (100) (0.55) (100) (0.67) (100) - , *

W5o 1.30 106 0.53 96 0.77 115 "L ;
1.37 112 0.50 91 0.87 130

W100  1.50 123 0.51 93 0.99 148 ..

WARM 1.79 147 0.66 120 1.13 168

Table S. Simulated Changes to Precipitation P. Evaporation E, and L - . -U2E -76 -48

Balance (P-E) Relative to 20% Open Water Caue (W20). LATITUDE

The percentage changes have been shown relative to the 1.5 . :oO.IA.,ICK CHANGE

case of 20% open water to represent th observed situation
as given by Zwally et al. [1983]. A tape reading problem has
meant we do nnt have access to all the data for W2o, and so
the values shown !n parentheses in Table 5 have been -

interpolated.
A monotonic increase in total precipitation over the Ant-

arctic is obtained with increasing fraction of open water.
The increases in evaporation over the continent are less, par-
ticularly in the interior. For the case of the global warming ...
simulation there is an even larger increase in precipitation a ,
and although the evaporation also increased it changed less
proportionally than the precipitation over the Antarctic. ..5
Consequently the net (P-E) increased more on the continent
in percentage terms than did P alone. The pattern of increase j
in precipitation is shown for the case of (WARM. WO) in ,1.6 ............... I
Figure 4, which shows the bulk of the addition is in the high . -,. -2 -30 -L -LATT -U
accumulation belt below about 2500 m. LATITUO__

Figure 5 shows the zonal average changes relative to the
control (Wo) for the cases WS, Wso, Wtoo and WARM, of ,.5 Z,.L-A,.RArE PRECIPITATI.tVAPORATIOIt

the P, E, and P-E results. For the sea ice reduction there is . .

reduced evaporation and precipitation just north of the sea
ice and increases over the sea ice area and the Antarctic con- 0.0 INS
tinent. For the WARM case there is a more general increase W
in precipitation south of 300 S, except for just north of the
sea ice area (55--600 S) with larger increases further south. .
The evaporation increase is more in the tropics decreasing
towards the pole except the large increase over the area
where the sea ice was removed. Note that the zonal averages .. •
are strongly influenced by the changes over the Ross and a *

Weddell Seas which extend to 770S and overlap with the
changes over the continenL 6.s

Table 5 shows that for both ice removal and warming
there is a greater increase of P than E over the continental I
grounded ice which through the mass balance P-E can affect ,_.,
sea level. .- , -, .28 0 -4. -so.-. .. -, -9

To place the sea level change implications in perspective, LA71TUDE

if the increase in balance (P-E) from Table 5 of 68% for the
WARM July case is taken as representative of the change in Figure 5. Differences of the four experiments from the July con-

tsbalance then this would ontrib- trol of the zonal average of the precipitation (a) (top), evaporationthe Antarctic annual mb (b) (middle), and precipitation minus evaporation (c) (bottom). Theute to about two thirds of 6 mn yr-l, viz 4 nun yrI towards experiments are for 5, 50 and 100% open water and the WARMsea level lowering as a consequence of the equivalent 2 x case.
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CO2 global warming. This appears to be about double the Lion, are broadly in the range of estimates presented in Table
impact of earlier estimates where the relatively smaller 9.9 of the IPCC [Houghton et al., 1990]:
changes in evaporation were not adequately considered Estimated sea level changes by 2050 are:
[Houghton et al., 1990]. Ocean thermal expansion + 300 mm

As an example of the possible impact on future sea level Temperate glacier melt + 90
change the following hypothetical scenario is examined. Greenland ice sheet change 0

Suppose an effective doubling of CO2 with other green- Antarctic balance change - 120
house gases occurs by the year 2030. Suppose a 20-year Total net change + 270 mm

delay occurs before the full oceanic warming responds to The increase in Antarctic precipitation and mass balance
the change and assume a linear increase of the changes from can therefore be expected to provide a small but significant
1990 to 2050. The following contributions to sea level offset to the increase in sea level resulting from ocean ther-
change are estimated and, except for the Antarctic contribu- mal expansion and the melting of glaciers over the next
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The Greenland Ice Sheet Contribution to Sea Level Changes
During the Last 150,000 Years

A. Letr~guilly, N. Reeh, and P. Huybrechts
Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany

ABSTRACT
Because of a possible greenhouse warming, it is expected that the Greenland ice

sheet will retreat due to increased melting. By reconstructing the past evolution of
the ice sheet, it is possible to obtain some insight as to the type of variations that are
possible, as well as the contribution to sea level. The Greenland ice sheet is pres-
ently the second largest ice sheet of the world, and its contribution to sea level
changes is not negligible.

The evolution of the Greenland ice sheet has been computed *,y means of a
thermo-mechanical ice sheet model (developed by Huybrechts [1989]). The surface
accumulation and ablation, which are climate dependent, are driven by the tem-
perature record obtained from the Greenland ice margin studies [Reeh, this vol-
ume]. Some sensitivity experiments have shown that the model results are strongly
dependent on the mass balance history. The simulation of the Greenland ice sheet
provides a continuous volume changes record, which can easily be converted into
sea level changes. It shows that at the last glacial maximum, the ice sheet was
larger, which created a 1-m lowering of sea level. During the last interglacial,
130,000 years B.P. (Emiliani sub-stage 5e), the ice sheet was substantially more
restricted than today, part of Southern Greenland being ice free. This corresponds to
a 2-m rise in sea level. However, this is not the only warm episode; around 100,000
years B.P., a warm period about 20,000 years long (sub-stage 5c) also creates a
restricted ice sheet, and hence a sea level 2 m higher than today for that pericd.

During the, ice age, the ice sheet, bounded by the steep slopes of the coastline,
did not extend much further. The amount of ice stored corresponds then to a sea
level decrease of one meter, which is only a small fraction of the 130-m lowering at
the end of that period. However, for a moderately warmer climate, such as the cli-
mate of the 5e and 5c sub-stages, the Greenland ice sheet will account for a sub-
stantial part of the sea level rise; unlike Antarctica, a rise in temperature increases
the ablation more than the accumulation, causing a rapid retreat of the ice margin.
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A Post-Cromerian Rise in Sea Level

Eric Olausson
___Hultvdgen 9, S-440 06 Grdbo, Sweden

ABSTRACT
The intensified cooling in the northern hemisphere during the Elsterian-Saalian

ice ages (isotopic stages 22-6) resulted in a reduction of the Antarctic ice sheet by
10-15 x 106 km3, equal to a rise in sea level by about 40 m. This rise in sea level
changed the hydrography of the Black Sea during the late Pleistocene warmer
times, caused anoxic conditions in the eastern Mediterranean during the cor-
responding warming-up phases, and enhanced water transport of less saline water
from the Pacific into the Arctic Ocean (the present sill depth of the Bering Strait is
about 50 m). The increased supply of less saline water strengthened the halocdine in
the Arctic Ocean, increasing the sea ice there and, by higher albedo, its cooling
effect on the adjacent continents.

EVIDENCE FROM THE EASTERN porus), presently at -40 m, and/or an erosion in the channel
MEDITERRANEAN-BLACK SEA between the Black Sea and the Mediterranean could explain

The eastern Mediterranean was stagnant during the last this change in the Eastern Mediterranean-Black Sea connec-
three interglacials (Holsteinian, Eemian, and Holocene) as tion, but another, more probable interpretation will be
well as some intervening interstadials [Olausson 1961, offered here.
1965, 1991]. The cause of the anoxic phases of the eastern EVIDENCE FROM DEEP-SEA CORES
Mediterranean was mainly increased supply of water from AND FROM DEEP-SARCTIC
the Black Sea. This water constituted approximately 85% of AND FROM THE ANTARCTIC
the total water input responsible for the density stratification The early Pleistocene, from the Praetiglian up to the end
in the surface water mass of the eastern Mediterranean. Dur- of the Cromerian, was characterized by several, less intense
ing the last two ice ages, the water connection between the glacial ages with intervening interglacials. The extent of the
Black Sea and the eastern Mediterranean was cut off ice sheets in the northern hemisphere during these early

Pleistocene glacial ages is not known, but judging by thebecause of lower sea level and the Black Sea bx-sin was 51sQt values (Figure 2) and the absence of their marginal

filled with fresh (glacial) water. During the fcllowing formations (end morxunes, etc.), they were much smaller

warmer period, the eastern Mediterranean water tra.0s- than the area covered during the subsequent three glacial
gressed into the Black Sea and the stored water (ca. 0.5T ages (the Elsterian, Saaxian and Wechselian). It appears
106 kmn3 water) poured into the eastern Mediterranean. This from the 8180-analyses (Figure 2) that the 8180 in foram-
flushing of the Mediterranean with fresh water stored in the inifers fluctuates with an amplitude of 0.6 %o around the
Black Sea may have been the factor that determined whether mean value of -1%o (± 0.3) from the late Pliocene to the late
stagnation would occur. Cromerian (isotope stage 23). The isotopic peak-to-valley

During each of the temperate and warmer ages, from the amplitude then doubles (from 0.6 to ca 1.21%). From iso-
Holsteinian to the early Holocene, sea water transgressed topic stage 12 up to the Holocene the maxima and minima
into the Black Sea, in contrast to the situations during the of the 8180c decrease by 0.5 (-0.7)%o. A decrease by 0.5%o
Cromerian and still older Pleistocene interglacials when the in planktonic foraminifers means a reduction of the 8180 of
Black Sea was a fresh water lake (Figure 1). No sapropelitic the ocean water by this amount during these 200,000-
muds seem to have been formed in the eastern Mediter- 300,000 years (a temperature rise by three degrees during
ranean during the times the Black Sea was a lake (early this time of falling temperature is not probable). Whence did
Pleistocene-Holsteinian). A drop in the sill depth (Bos- this water come?
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Figure 1. Generalized imterpretation of environmental conditions
in the Black Sea at diatomaceous intervals and intermediate units
in %v salinity (according to Schrader [1978], Figure 29) and the
tentative Pleistocene stratigraphy given in earlier papers [Olausson,
1965,1982, 1988]. is

According to Robin [1987] the ice volume on the Ant- 16
arctic continent was some 40 x 106 km 3 in late Miocene
times. Since then the volume has diminished by about 10- 17
15 x 106 km3 due to the Pleistocene global cooling (the
reduction of ice is due inter alia to the fact that the accu- 18

mulation rate at the Antarctic is much lower during cool
than during warm ages; see further Robin [19871). If we 19
assume a melting of ice in the Antarctic by about 15 x 106
km3 with a 180 value therein of .4 0%0 we arrive at the
aforementioned change of 8180 of the sea water (0.5%o). 20
Furthermore, a supply of 15 x 106 km03 of water to the 21.
oceans is equal to a 40-m rise in sea level. This is the sill 21
depth at the present Bosporus (and nearly that of the Bering
Strait as well). Thus, the sea level stood at approximately
•40 m during the Cromerian interglacial, and reached its Figure 2. The oxygen-isotopic and paleomagnetic records in core
lowest level during the intense Elsterian glacial age, being at V28-239 from a depth of 3490 m in the equatorial Pacific (3°15'N,

159 011E) according to Shackleton and Opdyke [19761. The cor-higher levels during the later glacials and intergiacials relation with the European Pleistocene stratigraphy is according to
(Figure 3). Olausson (1982]. Note that the 6190 fii.tuates around -1 per mil

High sea level stands during the Eemian are in evidence from the late Pliocene to the end of the Cromerian interglacial (iso-
[see further, e.g., Flint, 1971, pp. 329-343], but not nec- topic stage 23). Then the minima reach higher 8180 values. hnam
essarily from the Holsteinian, which may suggest that the the late Holsteuunan (isotopic stage 12) there is a more or less con-

tinuous decline of the 81f0 upcore to the Holocene age, which isaforementioned melting of the Antarctic ice was finished attributed to a reduction of the Antarctic ice sheet of about 15 milj.
during the Saalian ice age. Since most of the times from the kmn3 and a sea level rise of about 40 m.
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-- -- TW Sea level t The sill depth of the Bering Strait is presently ca. 50 m
and a rise in the sea level by ca. 40 m would have enhanced

.60 - - -- -. ,0,ags the water transport into the Arctic Ocean, increasing the sea
ice there and, by higher albedo, its cooling effect [see fur-

-n-. -------- ther Olaw.,son and Jonasson, 1969; Olausson, 1988].
--- ,------- ,M The reason for the severe coolings starting from the
- ----- 1* "q ,*=" Elsterian ice age is not yet known.

The average depth of the shelf v-eak is uniform, aver-
tging about 130 m over most of the world ocean [Kennett,

S10o- at 180008P 1982, p. 29]. This may have been developed during the
Elsterian-Saalian ice ages (Figure 3).

CONCLUSION
.20D There was evidently a global rise in the sea level during

3. the Elsterian-Saalian (-Weichselian?) ages by about 40 m
Figure 3. Pleistocene sea level stlds, due to a partial reduction of the Antarctic ice sheet. This

reductior resulted from the intensified cooling in the north-Elsterian to the end of the Saalian were cool ice ages, there e eipeedrn h frmnindlt litcnem hemisphere during the aforementioned late Pleistocene
should be a more or less continuous reduction of the Ant- times. This rise in the sea level caused a transgression into
arctic ice sheet due to the climatic deterioration. the Black Sea which then developed euxinic conditions dur-

The conclusion is therefore that the very intense cooling ing the Holsteinian-Holocene interglacials and some inter-
and glaciations in the north during late Pleistocene times vaning interstadials. The Black Sea waters then developed
caused both a partial melt of the Antarctic ice, due to lower anoxic conditions in the eastem Mediterranean during
accumulation rate, and a rise in the sea level to such an twelve deglacial-warming-up phases.
extent that the Black Sea developed euxinic conditions by
inflow from the Mediterranean. Therefore the flushing, the ACKNOWLEDGMENTS
key point in the development of the anoxic phases of the Financial support was given by the Swedish Natural Sci-
eastern Mediterranean discussed above, was a result of this ence Research Council. Discussions with professor Gordon
Antarctic melt and the global rise of the sea level de Q. Robin are greatly appreciate&
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Meltwater Runoff Lag from Arctic Glaciers and Ice Caps During Global Warming

W. T. Pfeffer, M. F. Meier, and T. H. Illangasekare
University of Colorado, Boulder, Colorado, U.SA.

ABSTRACT
Predictions of the contribution of glacier wastage to future sea level change in

response to global warming must consider refreezing of meltwater in cold snow.
Runoff from surface melt generated in cold permeable snow is delayed because the
water first percolates locally and refreezes. Calculations to date show that this pro-
cess may significantly reduce predicted sea level rise from Greenland and Arctic ice
caps over the next 50-150 years.

We present an extended analysis of this process for the circumpolar arctic gla-
ciers and ice caps. Calculations are presented which provide estimates of the quan-
tity of water refrozen by this process for the entire Arctic (given simple climate
change scenarios) and the consequent effect on predictions of future sea level.
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Measurement Error and Climate Change Implications
of Glacier Mass Balance Records from Western Canada

Melinda M. Brugman
National Hydrology Research Institute, Environment Canada, Saskatoon, Saskatchewan, Canada

ABSTRACT
Trends in temperature, precipitation, insolation and large-scale atmospheric cir-

culation have been shown to correlate with glacier mass balances measured in west-
ern Canada and elsewhere in North America. In order to understand these apparent
correlations, a detailed analysis of measurement error is needed. In this paper, the
error issue is examined for Sentinel, Place, Helm, Woolsey, Peyto and Ram River
glaciers. All these glaciers have experienced a strongly negative cumulative mass
balance, except Sentinel, which is located in the western portion of the Coast
Ranges. All the glaciers, even Sentinel, have dramatically retreated throughout the
measurement period at rates of one to five meters per year. Helm and Sentinel gla-
ciers are only a few kilometers apart, yet they display markedly different mass bal-
ance records. We must ask, how reliable are the glacier data?

To answer this question, the effects of measurement bias (i.e., error) due to inter-
nal accumulation, basal melt, inadequate or improper pole placement, pole move-
ment, map inaccuracy, surface slope change, wind and avalanche redistribution of
snow, albedo change due to changing patterns of crevassing, surface dust and rock
coverings are first considered. Then, computed errors in summer, winter and net
balance data are compared to that of meteorological parameters obtained for each
glacier site. Observer and technique changes are examined. Errors attributable to
data manipulation are detailed.

Cumulative balance error is best computed by remapping the surface of the gla-
cier and directly calculating the total volume change since the beginning of the
measurement period. Efforts are presently underway to do this by direct mapping or
estimation of changes in glacier volume from stake surveys, radar and seismic
sounding of glacier depths and earlier glacier surface maps.

Balance error should be further analyzed with new maps, and observation tech-
niques updated to include accurate annual field surveys and remote sensing data.
Increased standardization of measurement methods at all the sites (Canadian and
non-Canadian) should reduce the possibility of error due to observer bias. In sum-
mary, regular remapping of surface contours and glacier cross-sectional profiles is
necessary to properly check the accuracy of long-term glacier mass balance data.
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Ice Front Fluctuations of the Shirase Glacier, East Antarctica

Fumihiko Nishio
National Institute of Polar Research, Tokyo, Japan

ABSTRACT
The Shirase Glacier drainage basin in the Queen Maud Land ice sheet is drained

by a fast-moving ice stream with a flow rate of 2-3 km yr-I at the mouth of Shirase
Glacier. In order to predict likely ice sheet responses to future changes in climate, it
is essential to understand the controls on ice stream motion.

In the upstream region of the Shirase Glacier drainage basin, the ice sheet has
thinned by approximately 1 m yrl. The possible cause of thinning is basal melting
at the ice-bedrock interface. Since thinning began, the Shirase Glacier has been
flowing as a fast-moving ice stream to the mouth of this drainage basin.

At the mouth of the ice stream, the Shirase Glacier crosses the grounding line
and a 15-km-wide floating ice tongue extends 80 km to the north. At the grounding
line the mean velocity is 2.5 km per year, the ice thickness is about 500 m and grad-
ually decreases towards the front.

The positions of the front of the ice tongue have been determined since 1957 by
ground survey and recently by LANDSAT MSS and TM, and MOS-1 MESSR sat-
ellite images. Since 1957 the ice tongue has been rn-treating to the mouth of Shirase
Glacier and at present there is no ice tongue evident in MOS-1 MESSR imagery
obtained in February 1989 by the Multi-purpose Satellite Receiving System at
Syowa Station.

In summer, Liitzow-Holm Bay remains covered with thick landfast sea ice, pre-
venting the ice tongue from flowing seaward by ice stream motion. However, since
1957 the floating ice tongue has disintegrated three times, in the middle of the
1960s, 1980 and 1988, due to the retreat of the fast ice in Liitzow-Holm Bay.

Annual mean air temperatures at Syowa Station since 1957 have increased by
approximately 1PC, and i980 was 20C higher than the average annual temperature.
This suggests that the fast ice cover in the Llltzow-Holm Bay is probably sensitive
to climate changes in the Antarctic region and is linked to the existence of the ice
tongue of the Shirase Glacier.

Recent rapid shrinkage of the ice tongue is, therefore, associated with the indica-
tion of increasing mean annual temperature at Syowa Station, Antarctica.
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Changes in Ice Cover Thickness and Lake Level of Lake Hoare, Antarctica
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ABSTRACT
Results from 10 years of ice thickness measurements at perennially ice-covered

Lake Hoare in Southern Victoria Land, Antarctica are reported. The ice cover of
this lake thinned appreciably during the period 1979 to 1986 at a rate exceeding 20
cm yr-1, from an initial thickness of 5.5 m. Since 1986, the ice cover thickness
seems to have leveled off at about 3.5 m. We suggest that the mode of behavior of
the ice cover on this lake may have made a transition from (1) a thick "dry" ice
cover in which sublimation is the dominant form of mass removal from the ice
cover, to (2) a thinner "wet" ice cover in which near-surface melting and subse-
quent percolation of meltwater through the ice becomes at least as important as sub-
limation in the removal of mass from the surface of the ice cover. We also discuss a
parametric analysis of the response of a model of the thick "dry" ice cover to vari-
ous environmental factors, including surface temperature, sunlight, wind speed, and
the amount of light-obscuring surface sediments. This analysis shows that of the
above factors, an increase in mean annual temperature is the most plausible expla-
nation for the thinning of the ice cover. Data concerning lake level and degree days
above freezing are presented to show the relationship between peak summer tem-
perature and the volume of glacier-derived meltwater entering Lake Hoare each
summer. From these lattr data and from previous observations by others that the
lakes in the dry valleys are rising, we infer that the peak summer temperatures have
been above zero for a progressively longer period of time each year since 1973.
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Thermal and Hydrologic Responses of an Arctic Watershed to Climatic Warming

Larry D. Hinzman and Douglas L. Kane
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ABSTRACT
The implications of global warming reach beyond warmer air temperatures,

milder winters and longer summers. The potential effects of climatic warming on
the hydrologic regime of an arctic watershed were explored with respect to physical
changes in the active layer and the resultant changes in the components of the
annual water balance and the nature of the hydrologic cycle. With the advent of cli-
matic warming, the annual depth of thaw in the permafrost will increase, affecting
the amount of soil moisture storage, the depth to the water table, even the shape of
the runoff hydrograph. The gradual thawing of the active layer was simulated using
TDHC, a heat conduction model which incorporated phase change. The results of
four possible scenarios of climatic warming were input into HBV, a hydrologic
model, to elucidate the effects on the hydrologic regime. The results indicate an ear-
lier spring melt event, greater evaporation, greater soil moisture storage, and a
potential for severe moisture stress on current vegetation types in early summer
unless the precipitation pattern changes. The amount of free water in the soil will
largely depend upon precipitation patterns and amount.
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ABSTRACT
Many global change scenarios predict a pronounced warming of the Arctic

regions over the next several decades. The impacts of a possible warming of several
degrees on the permafrost environment have important implications locally and
globally.

Although permafrost temperatures may be expected to change in response to an
increase in air temperature, the relationship between air and ground temperature is a
result of complex and poorly known surface energy exchange processes. The mag-
nitude, extent and rate of permafrost response to climate change are, therefore, not
simple to predict. A cooperative project was established in 1986 in order to exam-
ine and better understand permafrost and climate relationships along the Mackenzie
Valley corridor. Several instrumented sites have been established and gradually
equipped with AES automatic weather stations and GSC/INAC deep ground tem-
perature boreholes. Analysis and monitoring of ground temperature and climate
data will provide information on both recent surface temperature changes and on
the ground thermal response to current local climate trends. Analysis of existing air
temperature data from standard meteorological stations yields statistically sig-
nificant increases of about 1 K in the past 50 years. In contrast the arctic coast
shows some evidence of cooling in the same time-frame.

Preliminary examination of ground temperature profiles from the Mackenzie
Valley provides evidence of recent surface increases of up to 3 K. The present
northward decrease of surface temperature in the western arctic is roughly 0.7 K per
degree of latitude and thus the southern margins of permafrost might be expected to
retreat northwards by several hundred kilometers over the next century.
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Response of Permafrost to Changes in Paleoclimate
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_,_Geophysical Institute, University of Alaska Fairbanks, Fairbanks, Alaska, US.SA.

ABSTRACT
Solutions to the Stefan problem for the motion of the base of ice-bearing perma-

frost in response to changes in paleoclimate were obtained using perturbation, finite
difference, and finite element methods. Paleotemperature models were used to
investigate the thickness response, compare solution methods, determine the current
state of the permafrost, and to determine constraints on the models. The per-
turbation and finite difference methods used the approximation of linear tem-
perature profiles while the finite element method did not. There was a transient
thickness response of about 41 kyr implying that paleotemperature records of
greater length are needed for models and that the permafrost loses its "memory" of
past conditions for much longer times. Faster thawing rates, slower freezing rates,
and greater variations in thickness were found for the perturbation and finite differ-
ence solutions compared to the finite element solution. These appear to be caused
by the simplifying assumptions in the former solutions. A lag (20 kyr) exists
between changes in surface temperature and thickness response and a small thermal
offset is apparent in the finite element solution. Small asymmetries exist in the
freezing and thawing rates and thickness response. Paleotemperature niodels based
on ice cores prAict current permafrost thicknesses that are too large,.odels with
the long-term nean surface temperature of permafrost within a few degrees of the
current value of -11 C and with full glacial temperatures no more than 6-8°C lower
are compatible with current Prudhoe Bay conditions. These include models devel-
oped for East Siberia, from isotopic profiles in deep sea sediments, and for Barrow,
Alaska, modified for Prudhoe Bay. These models predict that the permafrost thick-
ness at Prudhoe Bay varied by <10% (_<60 m) over the last glacial cycle. Freezing
and thawing rates were less than 6 mm yr-i. At present, this permafrost should be
near its long-term equilibrium thickness and should be thawing at <1 mm yr-i.

Time scales for the dtickness response of deep continu- temperature profile) under the permafrost. A numerical solu-
ous permafrost are of the same order as the periods of recent tion (finite difference method) was constructed using the
glaciations (105 years) over the past 106 years. Therefore, it same assumptions. The third solution, which does not use
is appropriate to consider the permafrost response to the these assumptions, is a complete numerical scheme using
inferred changes in paleotemperatures associated with these finite elements to numerically integrate the thermal energy
glaciations. Three solutions have been obtained to address equation from the permafrost surface, through the phase
this question. An approximate analytical (perturbation) boundary, and deep into the underlying unfrozen materials.
method was used to solve the heat balance equation at the Applications of the solution methods to paleotemperature
phase boundary (base of the ice-bearing permafrost) assum- models at the surface of the permafrost were used to com-
ing linear temperature profiles in the permafrost and con- pare the solutions, to investigate the thickness response of
stant geothermal heat flux (which also yields a linear the permafrost, to assess the current state of the permafrost,
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and to develop general constraints on paleotemperature were greater compared to permafrost that contained pure ice
models of the surface temperature history, T., of the perma- (-3.9 mm yr1 • X < 3.8 mm yrl and 365 m _ X •487 m).
frost near Prudhoe Bay, Alaska. These differences are attributed to temperature-dependent

The solution methods were applied to step, linear, sinu- thermal properties, distributed latent heat effects, and the
soidal, and other potential paleotemperature models of T.. conversion of only part of the soil solution to ice near the
Except for the sinusoidal model, these models are not gener- phase boundary when brine is present in the permafrost.
ally periodic. Perturbation solutions which are polynomials Temperature profiles in the permafrost are nearly linear
in time, t, for models consisting of a series of step or linear for the finite element solution, which supports the linear
changes in T. can be used to approximate any Ts provided assumption used in the perturbation and finite difference
each step or linear segment is long compared to the time solutions. The long-term variations in paleotemperatures
constant, tc = X2/4D, where X is the permafrost thickness lead to disturbances in the temperature profiles extending to
and D its diffusivity. 2 to 3 km depth for Prudhoe Bay conditions.

There was a transient response in X for all solutions Paleotemperature models for the surface temperature of
which, for the models and Prudhoe Bay conditions, was permafrost are constrained in that they must predict the cur-
nearly nil after about 200 kyr. For the sine model, the per- rent permafrost conditions at Prudhoe Bay to within the
turbation solution yields a transient time constant, ta = hX0fJ uncertaintie;. Currently, X - 600 m, Jt - 55 mW m-2 , Ts =
= 41 kyr, where h is the volumetric latent heat, X0 the long- -11°C, and X is unmeasured but inferred to be close to zero.
term periodic mean permafrost thickness (XO = Xe= K, (Te Thie step model of Brigham and Miller [1983] which was
- Tsf /) and J the deep undisturbed geothermal heat flux. developed for the Barrow area was modified for Prudhoe
Since the transient response affects the predicted X, then Bay conditions and has Ts - -13.3 0C and Xe - 739 m with
results obtained from calculations extending over one time -80C > Ts > -150C. It leads to a prediction of current X -
constant or less will generally be influenced by the transient. 712 m, which is slightly greater than the uncertainty (about
When "TI is periodic, the transient can be eliminated by ± 15%), with 712 m < X •755 m.
choosing the initial permafrost thickness, Xi, to be the value A normalized SPECMAP curve [Matteucci, 19891 was
found at the end of two or more cycles. Permafiost at Prud- modified and linearized to produce a relatively warm model
hoe Bay loses its "memory" of past conditions for times with Ts - -1 *C, Xe - 600 m, and -80C Ts > -140C. Cur-
much longer than one time constant. As a result, the effects rent X - 602 m with 562 m:5 X5 <646 m.
of possible submergence of some areas at Prudhoe Bay, A paleotemperature model developed for East Siberia
Alaska by high sea levels >45 kyr B.P. cannot be detected at [Maximova and Romanovsky, 1988] yields predictions in
present, given the uncertainties in the data. excellent agreemnent with current conditions. This model has

Long-term mean permafrost thickness, X, calculated from Ts -I-1.3"C, Xe - 616 m, and ITs ranging from -7°C to
the time average of X, usually differed slightly between slightly colder than -170C. Values of Ts are about 20C
solutions and with Xe, This may be partially a result of small warmer than the modified step model while values for Ts
computational errors but when the thermal conductivity in during glacial periods agree with the estimates of Brigham
the permafrost, KI, was set equal to that of the underlying and Miller [1983]. Current X - 601 m with 557 m• X _<
unfrozen material, K2, the difference was nearly eliminated, 660 m.
suggesting that it was, at least primarily, a result of thermal Predictions based on the East Siberian model, modified
offset. SPECMAP model, and on the modified step model indicate

The perturbation and finite difference solutions predicted that the permafrost -hould be near its equilibrium thickness
amplitudes for X (513.5 m:5 X: <686.5 m and 510 m:5 X:5 and thawing less & I mm yr-l) in response to the warm-
685 m respectively for the sine model) which were gnerally ing since the last giacial period. The predicted current heat
greater than the finite element values (531.5 mi < X • 657.5 flow in the permafrost at X is about 58-61 mW m-2, slightly
m for the sine model) by about one fourth to one third. larger than observed, and increasing. This indicates that the

There is a lag between Ts and changes in X. For the sine currently observed value may be slightly greater than the
model, the lag angle, B = arctan(wota) - 19 kyr, where (o is true heat flow at depth.
the frequency. Computations based on paleotemperature models deter-

Small asymmetries exist in X and X for the numerical mined from the isotopic profile in the Vostok ice core pre-
solutions. These are most apparent in the line model where, dict current values for X which are much too large. Results
for the finite element solution, values of X for thawing are from the Camp Century ice core are expected to be similar.
greater than for freezing which results in changes of X for It does not seem likely that these models will be useful for
thawing which are greater than for freezing. The curve for X interpreting permafrost thickness variations in the Alaskan
vs. t is also slightly wider (in time) compared to a pure sine Arctic.
function when X < X and narrower when X > X. The curve It appears that paleotemperature models for the surface
for X is slightly wider during freezing and narrower during temperature of permafrost in the Prudhoe Bay area will need
thawing. to have Ts within a few degrees of the current Ts (4-10C)

The finite element solution for a sine model of Ts was and minimum temperatures during the last glacial period
used to compare the response of permafrost containing brine within about 6-80C of current T.. These conclusions are
and ice to that of permafrost containing pure ice. Tem- based on results from a limited number of models. Except
peratures and phase boundary motion are qualitatively sim- for the step model, these models were developed for other
ilar for the two cases. However, for permafrost containing distant regions.
brine, phase boundary velocities and thickness variations Modeling of the response of the permafrost to changes in
(-6.0 mm yr-_:5 X •5.2 mm yr-I and 345 m:5 X5 <523 m) the paleoclimate is hampered by the lack of reliable paleo-
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ABSTRACT
A recent GCM (General Circulation Model) study of Antarctic glaciation by Oglesby

concluded that (1) oceanic heat transport is relatively unimportant in the development
and maintenance of Antarctic glaciation; (2) height and polar position, not the Antarctic
Circumpolar Current, have led to thermal isolation; and (3) surface elevation may be cru-
cial for glaciation. Model results are here evaluated against the Pliocene geologic record
for Antarctica:

The Sirius Group, widely distributed ,'i the Transantarctic Mountains, contains diatom
floras suggesting open marine conditions in interior East Antarctica as recently as about 3
m.y. ago. The Sirius deposits also contain a sparse fossil flora including Nothofagus
wood, demonstrating snow-free conditions and elevated summer temperatures within 500
km of the South Pole. Based on fission track data and marine sediments, uplift rates for
the Transantarctic Mountains are estimated to average 50-100 m m.y.-1 for the last 10
m.y., although rates may have been higher during the last 3 m.y. The continental interior
is also most unlikely to have changed elevation by more than a few hundred meters in the
last 3 m.y. If the dating of the Sirius is correct and uplift rates have not been an order of
magnitude higher, then polar location and elevation cannot be primary controls on the
formation and subsequent fluctuations of the ice sheet.

The cause of this discrepancy between modelixltresults and observations can be
sought in limitations to the model (NCAR CCMI) used by Oglesby. It is known that
atmospheric GCMs generally do not simulate the modem Antarctic climate with great
realism. This is also true for the NCAR CCM1 as evidenced by deficiencies in simulated
cyclone behavior, cloud cover amounts, air temperatures and snowfall rates. Another sub-
stantial limitation is that there is no simulation of ocean dynamics. The ocean does not
transport heat poleward, and appears in the model only via specified sea surface tem-
perature fields. Recent work with a coupled atmosphere-ocean GCM indicates that the
atmosphere and ocean are strongly linked in these latitudes, and that this interaction is a
dominant aspect of climatic variation on (at least) the decadal time scale.

Initial results indicate that GCM performance generally needs to be enhanced and, in
partic.alar, that realistic interactive atmosphere-ocean models are needed. An improved
geologic data base, particularly with respect to age determinations and amounts and rates
of uplift, would facilitate model validation.
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INTRODUCTION results difficult. Here we examine results of modeling Ant-
Concern about the possibility of global climate change arctic conditions [Oglesby, 1989] in the light of inferences

resulting from human activities has given rise to renewed drawn from terrestrial deposits of Late Pliocene age (-3 Ma)
interest in records of paleoclimate as measures of the natural in Antarctica [Webb et al., 1984; McKelvey et al., 1991].
variability of the earth's climate system. Present climate is We choose this Pliocene example for comparison of model
regarded as an interglacial within the coldest part (last 2-3 results with the geologic record because continental posi-
m.y.) of the present Cenozoic Ice Age that started tens of tions were no different than today and no major geographic
millions of years ago. Fluctuations of the climate system are change has occurred in Antarctica except for the size of the
evident in, for instance, the terrestrial record of glacial ice sheets.
deposits and the oxygen isotope signal derived from ice and
deep-sea sediment cores. MODELING STUDY OF ANTARCTIC

Numerical modeling of past climate can be viewed in ICE SHEET FORMATION
terms of three different time scales and resolutions. Ice Oglesby [1989] used an atmospheric general circulation
cores, tree rings and other records can give proxy climate model (GCM) developed by the National Center for Atmos-
data with annual resolution and time scales of several thou- pheric Research (NCAR) to evaluate possible mechanisms
sand years [Wigley et al., 1981; Bradley, 1983]. Ice cores that could lead to the development of ice sheets in Ant-
from the East Antarctic ice sheet give decadal to millennial arctica. The GCM employed was the Community Climate
resolution on time scales of more than 100,000 years, and Model (CCM) which has been used for a wide variety of cli-
can be correlated with the high resolution deep sea cores on mate diagnostic and climate change studies [Williamson,
the basis of oxygen isotope stage chronology [Lorius et al., 1990]. The model code evolves over time as simulations of
1985, 1989]. Longer time scales are obtained from most additional processes are added and improved numerical
deep sea cores and from other geologic data but resolution is schemes are implemented. Version I of the CCM (CCM1),
generally limited. Only the last category provides informa- unchanged since June 1987, was used in Oglesby's study.
tion on the full range of natural variability and therefore is Table I summarizes some of the key attributes of the
most important in understanding the framework for any CCM1 simulations carried out by Oglesby [1989]. The
changes in climate. CCMI and equivalent models produce global fields of the

Interest in modeling past climate is increasing. Results of main climatic variables by numerical time integration, over
research on, for instance, Cretaceous (120-65 Ma) and an array of grid points, of five non-linear partial differential
Eocene (-55-40 Ma) climates have been presented by equations (two for momentum and one each for energy,
Barron [1983] and Cirbus Sloan and Barron (1990]. The mass conservation, and moisture) from specified initial con-
inherent limitations of geologic data, which increase with ditions [Williamson et al., 1987]. Typical Integration times
the age of the record being considered, make evaluation of required for the model atmosphere to approach a state of

ASPECT TREATMENT

Predictive Equations Conservation of mass, momentum, energy and moisture. Clouds are derived.

Numerical Details Vertical and time calculations are carried out by finite differences, but horizontal computations in-
volve a spectral-transform method. A sigma vertical (or terrain following) coordinate system is used.

Time Step 30 minutes

Horizontal Resolution Spectrally truncated at rhomboidal wave 15 (RI5), about 7.50 longitude by 4.50 latitude. At 700S,
this corresponds to 280 km x 500 km.

Vertical Resolution 12 unevenly spaced levels, 6 of which are below 300 hPa over terrain near sea level.

Treatment of the Ocean Represented only by specified interface conditions; sea surface temperatures and sea ice distribution
are either assumed or derived from present climatological data. No ocean dynamics (e.g., currents,
poleward heat transport, thermohaline convection) is permitted.

Antarctic Topography Specified from higher resolution data which are spectrally truncated to R15.

Radiation Modes Perpetual January (austral summer) and July (austral winter). Solar radiation does not change from
one simulation day to the next. These constructs are used because of their computational efficiency,
and because the results closely approximate those obtainable from seasonal simulations.

Seasonal (solar radiation varies with calendar day) - includes a calculation of snow accumulation and
ablation.

Table 1. Relevant Chaacteristics of Oglesby's NCAR CCMI Simulations (material extracted from Oglesby [1989] and Williamson et al.

[19871).
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quasi-equilibrium with the imposed boundary conditions are (5) Even with low continental elevations and very warm
a few hundred days for perpetual runs and many years for seas (model sea surface temperatures at the Antarctic coast
seasonal runs. In the present context, which deals with phe- duing July = 140C) the model is only able to produce
nomena manifested over time scales of 105 to 107 years, it is tundra-like conditions (i.e., treeless, but without a perma-
particularly important to emphasize that only the behavior nent snow cover).
of the atmosphere is modeled, and that no dynamic inter- It is clear that the model wants to form an ice sheet with
action with the ocean or the ice sheets is permitted. The Antarctic geography and bedrock elevations close to those
ocean surface characteristics and the topography of Ant- at present. This result does not necessarily imply a steady
arctica are specified boundary conditions although in reality ice sheet buildup. Fluctuations in size could arise, for exam-
these can vary significantly over time periods as short as 103 ple, because of ice flow and varying net mass input from the
to 104 years. Another key aspect is that the horizontal and atmosphere as the ice sheet topography changes. However,
vertical spacing of the grid points is much too coarse to glaciological scaling calculations [W. A. Jones, personal
yield adequate simulations of the katabatic wind circulation communication, 1990] show that it is very difficult to get
which probably plays a central role in the dynamics of the size fluctuations large enough to produce the open marine
modern Antarctic atmosphere [e.g., Parish and Bromwich, conditions in the deep interior of the continent which are
1991]. implied by the glacial geologic results outlined below. Pos-

Oglesby used a set of 16 CCM1 simulations with differ- sible causes for model bias are presented in the Discussion
ent boundary conditions to evaluate the impact of two mech- section.
anisms upon the development of glaciation on the Antarctic
continent over the last twenty milion years or so: opening ANTARCTIC GEOLOGIC RECORD
of the seaway (Drake Passage) between South America and Although the record of glaciation in Antarctica goes back
Antarctica, and changing the elevation of the continent, to the early Oligocene (ca. 36 Ma) [Barrett et al., 1989;
Oceanic conditions prior to the opening of the Drake Pas- Hambrey et al., 1989; Wise et al., 1991] or possibly older
sage were presumed to be chuarcterized by increased [Barron et al., 1991; Birkenmajer, 1991], evidence from the
oceanic poleward heat transport in comparison to today Pliocene Sirius Group [Webb et al., 1984; McKelvey et al.,
because of the disruption of the Antarctic Circumpolar Cur- 1991] and the correlative Pagodroma Tillite [McKelvey and
rent. This oceanic change was represented in the model by
specifying sea surface temperatures above freezing at the Stephenson, 1990] provide the most dramatic evidence for
Antarctic coast during winter with the consequent absence substantial contrasts in Antarctic climate aed ice sheet on-
of sea ice. The impact of variations in the height of Ant- figuration through time.
arctica was examined by comparing simulations with eleva- The Sirius comprises scatteed glacially related sedi-
tions everywhere less than 200 m with those using the mentary deposits throughout the Ross Sea sector of the
modern high elevation Antarctic topography. Seasonal cycle Transantaretic Mountains. The Sinus consists of compact
simulations with an explicit surface budgeting for snow till deposited directly by ice and interbedded glaciofluvial
accumulation and ablation were carried out; Antarctic grid and glaciolacustrine sediment. Deposits assigned to the Sir-
points were initialized to be free of snow during the first ins are found in a variety of topographic settings, most of
summer. The goal was to ascertain whether a&y combination which are related to present-day glacial drainage through the
of sea surface temperatures and continental elevations could mountains. The most striking aspect of the principal occur-
result in the complete melting of accumulated winter snow rences of the Sirius [Harwood, 1986a] is the presence of rare
during subsequent summers. The prescribed continental marine microfossils and "microclasts" of marine biogenic
snow cover for perpetual runs and the specified atmuspheric sediment (these microclasts consist of clumps of diatom
CO2 content were also varied, skeletons that could not have been transported aerially or by

The following conclusions were obtained by comparing traction currents). These originate from marine sediments in
the CCM1 runs: subglacial basins of East Antarctica that were eroded and

(1) The presence or absence of oceanic flow through the transported by the ice sheet to the Transantarctic Mountains
Drake Passage has little impact on Antarctic glaciation. The [Webb et al., 1984]. The dominant microfossils are marine
small impact on simulated glaciation conditions of the pre- diatoms of early Pliocene age, although other fossil groups
sumed warmer high latitude sea surface temperatures (that are present and other, older time intervals are also repre-
accompany a closed Drake Passage) arises because of the sented [Harwood, 1986a,b].
small storm transport of heat and water vapor into the inter- The marine sediments and associated microfossils reflect
ior of the continent. The higher sea surface temperatures several episodes of extensive deglaciation when marine
may, in fact, promote ice sheet growth through increased embayments or seaways covered intracratonic basins. Age
winter snowfall. dating for these marine incursions is afforded by application

(2) Antarctica is thermally isolated by its elevation and its of Southern Ocean diatom biostratigrapby (developed over
polar location (which results in long periods with little or no 20 years through deep sea drilling and piston coring in high
sunlight) rather than by the Antarctic Circumpolar Current. southern latitudes including McMurdo Sound at 78*S). The

(3) The height of the continent may play an essential role diatomaceous sediments indicate a deep water (>75 m)
ih ice sheet formation and maintenance (today, average sur- marine depositional setting that was ice-free for several
face temperatures decrease by about I°C for each 100-m months of the year in order to allow for annual diatom
increase in elevation). blooms and accumulation of sediment consisting pre-

(4) Greatly increased atmospheric CO2 concentrations dominantly of diatom skeletons.
have little impact over the changes resulting from removal This scenario of repeated deglaciation and marine incur-
of sea ice and elevated sea surface temperatures. sion presented by the Sirius data is supported by similar
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micropaleontologic records from the Pagodroma Tillite deposits, and the presence of fossil Nothofagus vegetation
[McKelvey and Stephenson, 1990] which is found adjacent that was growing in the Transantarctic Mountains at the
to the eastern margin of the Amery Ice Shelf (Figure 1). time of till deposition [Webb and Harwood, 1987; Carlquist,
These records and that from the Vestfold Hills (Figure 1) 1987]. The in situ and near in situ plant remains also include
reported by Pickard et al. [19881 argue that deglaciation was a variety of pollen and spores [Askin and Markgraf, 1986].
not a local phenomenon, but involved a massive reduction Although modem Nothofagus may be able to tolerate winter
in ice volume compared to the present-day ice sheet temperatures as low as -220C [Sakai et al., 1981], its souL.,-
[Harwood, 1986a]. The Pliocene high stand of sea level, em limit in South America is near the 50C mid-summer iso-
noted around the globe, supports this deglacial event [Haq et therm [Mercer, 1986, 1987]. Such conditions must have
al., 1987; Dowsett and Cronin, 1990]. existed in the Dominion Range at an altitude somewhere

The biogenic sediments derived from the marine basins between sea level and 1800 m, depending on the amount of
were picked up by basal ice as the ice sheets centered near uplift since that time [Mercer, 1987]. Antarctica went from a
or on the Gamburtsev Mountains expanded over the basins largely deglaciated condition in early- to mid-Pliocene time,
that were now emergent [Mercer, 19871 through uplift, iso- to one in which a temperate ice sheet occupied most, if not
static rebound effects or Pliocene sediment infilling of the all, of East Antarctica in the late Pliocene, and finally to full
basins. Continued expansion to and through the Trans- polar glaciation similar to today in the latest Pliocene-
antarctic Mountains resulted in deposition of the Sirius sedi- earliest Pleistocene [Harwood and Webb, 1990].
ments (Figure 2). Climate at the time of Sirius deposition, The occurrence of Nothofagus is significant in another
however, was still relatively mild as indicated by the "tem- way. As a group, Nothofagus seeds have very limited poten-
perate" character of Sirius tills, association with water-lain tial for dispersal [Van Steenis, 1971]. Thus, once lost from

r00

_70S .a -"\ 0 km 500

Gambutsev estf old

Hil
o"r IcShel

\, .+ WOE-

~ Tl / *ANTARCTICA

Do ino .:.

See figure caption / %'~
•Q genrlie rewfrokotco÷ :::"::-'4??.???????i?•"

70°S,_i•:0' o
0 3

DDSDP and ODP drill sites DiRossai
S....... edge of shelf Ice Circa I sitex'".

""o McMurdo Soun d i--- 2000m bathymetric contour ;4

0 generalized area of rock outcrop + "-

I

Figure 1..An~tarctic paleogeograhy (supsm" posed. on prsent-day geography) for die Early Pliocene (3--5 Ma) al the time of deposition of

microfossils that were suin i uestay reworkea into the rus tcrop here e Gammrtsev Mountains, enclosed by the loup dashed lines. are more
than 3000 m high but are entirely subglaexe at resent. Permanent iced if present in the Early Pliocenem is inferred to havs been confined tothe elevated mountainous areas (ice not indicated for these areas) of West Antarctica (Marie Byrd Land, Thurston Island, Eillsworth Moun-
tains), the Antarctic Peninsula. the Transantarctie Mountains and to a residual ice sheet located on the higher elevations of East Antarctica.
DSDP - Deep Sea Drilling Project; ODP - Ocean Drilling Program; AP - Antarctic Peninsula; EM - Ellsworth Mountains; NIBL - Marie Byrd
Land, SVL - South Victoria Land; TI - Thurston Island. (1) Inferred source and subsequent transport direction for now-recycled marine
microfossils in Sirius and Perodroma sediments. (2) Outcrops where recycled marine mieirofossils (Sirius Group .,:iments and Pagodroma
Tillite) are now found . (3) Inferred extent of residual ice sheet during Early Pliocene time. (4) Inferred marine basins during early Plioc,.me

time.
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Antarctica, reintroduction is most unlikely. The survival of suggest, however, that the rates of uplift were greatest in the
this group in Antarctica until Sirius time (mid-Pfiocene) early stages and this is supported by results from the
implies that previous glaciations were never as cold as CIROS I core [Barrett et al., 19891. The occurrence of gran-
today. Thus, the present-day climate system may be a poor ite and metamorphic rock clasts in the basal sediment of the
analog for analysis of pie-Sirius (Tertiary) glacial paleo- CIROS I core (Figure 1) suggests the Transantarctic Moun-
environments. tains in south Victoria Land (SVL) were no more than 1600

Support for this period of mild Pliocene conditions in m lower than today during the early Oligocene 35 m.y. ago
Antarctica is provided by the 2.5 Ma Kap Kobenhavn For- [Barrett et al., 1989]. This argues for higher average rates of
mation from north Greenland [Funder et al., 1985; Btscher, uplift in the early stages and lower average rates in the last
1989] which today has a polar climate. The contained plant 35 m.y., possibly as low as 45 m m.y.-l. Upper Miocene to
remains and invertebrates indicate climatic conditions now Pliocene (7-3 Ma) marine sediments in the Dry Valleys
found no closer than 2000 km to the south. Other deposits (SVL) imply similar rates of uplift, about 40 m m.y.-l before
indicating equally mild conditions are found in Arctic 3 Ma and 125 m m.y.-I thereafter [Ishman and Webb, 1988;
Canada (Worth Point Formation; see Vincent [1989]) and McKelvey, 1991]. In contrast to these rates of uplift, Mercer
northern Alaska (Gubik Formation; see Carter et al. [1986]) [1987] argued that the Sirius w-s deposited below 500 m
and collectively demonstrate that this interval of relative elevation and that a minimum uplift of 1300 m in 2-3 m.y.
warmth was a bipolar phenomenon. (650-435 m nt.y.-l) has occurred at the Dominion Range

Elevations across the continent 2-3 m.y. ago are hard to because otherwise temperatures would have been too high
establish. Uplift of the Transantarctic Mountains began at for the existence of an ice sheet during deposition of the
about 60 Ma [Fitzgerald, 1989] and since then they have Sirius and growth of Nothofagus. A 600-m offset of Sirius
risen about 5 km [Gleadow and Fitzgerald, 1987] giving beds on the Dominion Range demonstrates vertical move-
average uplift rates of -85 m m.y.-l. The fission track data merits in the last 2-3 m.y. The Transantarctic Mountains are
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Figure 2. Antarctica in the late Pliocene (2-3 Ma) at the time of deposition of the marine microfossil-bearing Sirius Group and Pagodrama
Tiflite. The ice sheets are thought to have been temperate (wet-based) and therefore confined to regions above sea level in East Antarctica and
elevated regions in West Antarctica; ice shelves would not have existed but tidewater glaciers would have been common. Modern ice divides
have uncertain application to deposition of the Sirius Group. (1) Outcrops of Sirius Group sediments and Pagodrama Tillite. (2) Inferred lim-
its of ice sheets during late Pliocene time. (3) Inferred marine basins during late Pliocene time.
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thought to be a rift shoulder [Stern and ten Brink, 1989] -nd description of :he sea surface conditions. A realistic coupled
thus may exhibit rapid vertical movements. Most of the atmosphere-ocean model (incorporating, for instance, sim-
available evidence does not support rapid recent movement ulations of sea ice and CO2 variations) may produce very
although high rates (1000 m m.y.-I) are inferred by different results (as illustrated fo; a different context by the
Behrendt and Cooper [1991] and somewhat lower rates work of Stouffer et al. [1989]).
(-500 m m.y.-I) may be required for the Doninion Range (2) The presct location and extent of Antarctica were
Sirius deposits. Polar climates, in which the freeze-thaw used for all simulations. For example, no excursions of
mechanism for rock disintegration is largely inactive, do not warm ocean currents into the continental interior were
iead to rapid denudation of exposed rock in mountain allowed [Oglesby, 1989].
ranges. Thus, for the Transantarctic Mountains, elevations (3) The strong sensitivity of the modeled net snow
may have been as muck as 1500 m lower 3-5 m.y. ago than buildup to the prescribed snow surface albedo [Oglesby,
they are today. This is, however, insufficient to alter major 1991].
circulation patterns, e.g., the Transantarctic Mountains (4) The model's inability to reproduce accurately the
would still hae been an effective barrier, more than 1500 m present-day characteristics of climatic variables that are
high, to lower tropospheric airflow, important for this study (especially the seasonal cycle sim-

No comparable evaluation cn be made for other parts of ulations) is also a significant limitation. These include:
the continent. An average uplift rate for the last 30 m.y. of (a) Cyclone behavior near Antarctica is not satis-
50 m m.y.-1 has been argued for the Amery Ice Shelf region factorily simulated. The model's circumpolar low pres-
[Wellman and Tingey, 1981]. No data exist for Queen Maud sure trough is located too far north, is not deep enough,
Land. Marie Byrd Land, however, is dominated by young and does not have minima at the correct longitudes [see
alkaline volcanoes with associated hyaluclastites, and sig- Williamson and Williamson, 1987; Xu et al., 1990]. The
nificant vertical movements in the Late Cenozoic have been model may not, as a result, be able io represent accurately
suggested by LeMastuier and Rex [1983]. the horizontal heat transport into the continent by storms

The bedrock elevation of East Antarctica is the key ir, both for present and altered topographic conditions. Fur-
terms of ice sheet growth. Cold polar ice sheets are not par- ,hermore, the likely inability of the model to resolve sat-
ticularly effective agents of erosion because, where frozen isfactorily the katabatic wind circulation (the dominant
to the bed, movement at the base of the ice sheet is accom- component of the mean meridional mass circulation)
modated within the basal ice, not at the contact. Estimates of implies that the entire atmospheric heat budget may not
erosion by the Laurentide ice sheet of North America be correctly represented.
amount to only a few tens of meters for much of the for- (b) Annual precipitation rates over Antarctica pro-
merly ice-covered area [Dyke et al., 1989]. Erosion is duced by the model appear to be two to three times larger
unlikely to have significantly changed bedrock elevation than observed, although the simulated seasonal cycle is
since the mid Pliocene. Most of the interior of East Ant- qualitatively representative [compare Williamson and
arctica is a craton and can be expected to behave like other William.son, 1987; Bromwich, 1988]. Clearly, the amount
cratonic areas such as the Canadian shield, or Africa; ver- of annual snowfall is central to the question of whether a
tical movements, other than those associated with isostatic shallow, simulated snowfield can survive through the
rebound following deglaciation, are likely to be slow (<100 summer ablation period, and is strongly influenced by the
m m.y.-l). Mercer [1987], however, suggests a rate of uplift storm transport of water vapor across the coasdine
as high as 200 m m.y.-l for the ceniral part of the marine [Bromwich, 1988].
basin from which the microfossils in the Sirius were (c) Simulated total cloud amounts for July mono-
derived. The subglacial Gamburtsev Mountains, poszibly a tonically increase from six tenths at 5515 to eight tenths
volcanic edifice like the Tibesti Mountains in the S,,mra, at 85°S [Oglesby, 19891 rather than being high over the
may be a young geological feature and could play a crucial ocean and falling to around four tenths near South Pole
role as a primary center for ice sheet growth. Broad, high :'Schwerdtfeger, 1970]. This shortcoming means that the
bedrock elevations comparable to the Colorado Plateau surface conditions over the continent will not be correctly
region or the Tibetan Plateau, both thought to be significant modeled. Another GCM [Shibata and Chiba, 1990]
for northern hemisphere climate [RHA.iimw, and Raymo, showed a strong sensitivity of the modeled winte," Ant-
1988; Ruddiman and Kutzbach, !989], are not part of the arctic climate to cloud cover characteristics over the
late Cenozoic (<10 m.y.) history of Antarctica. continent.

The extremes of Pliocene climatic condition. in Ant- (d) Simulated surface air temperatures from 70-85*S
arctiza have occurred with essentially today's geogi )hy and are around 81C warmer than actual during both summer
bedrock topography. and winter [compare Taljaard et al., 1969; Schwerdtfeger,

DISCUSSION 1970;, Oglesby, 1989]. Such a warm bias is important
The glaciated continent indicated by the model results is because summer melting may be simulated to continue

in marked contrast to the very dynamic ice sheet conditions much longer and to be more active than is actually the
revealed by the glacial geologic and paleontologic findings case.
outlined above. For the Pliocene the continental position and Although, in principle, modeling results cannot be valid
(ice-free) topography were essentially those of today. if incompatible with observational data, in reality geologic

Some causes for the apparent model shortcomings could data also have certain limitations In the geologic argument
include: presented here, six uncertainties need to be recognized.

(1) The simulations come solely from an atmospheric (1) The age of the Sirius Group is dependent on how well
model. The ocean behavior is specified and limited to a the age of the diatom assemblages can be established and
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whether Southein Ocean biostratigraphic ages can be Mountains may not apply to the whole of a cross-range tran-
directly applied to the continental interior. Ditomn bio- sect at that locality, and even if they did, the rates estab-
geography suggests that a pan-Antarctic biostratigraphic lished in that one sector may not necessarily apply to the
scheme applies to both the surrounding ocean and the con- range as a whole. Raised marine sequences spanning the last
tinental interior [Harwood, 1991] during the Pliocene and 10 m.y. (dated paleontologically or by radiometric methods)
that age assignments for the Sirius could not differ by more from around the East Antarctic craton could provide sig-
than 0.5 m.y. from that in the Southern Ocean. Mercer nificant constraints, as would information on the exposure
[1987] provides an analysis of the whole problem of the ages of rock platforms (provided by cosmogenically induced
Sirius deposits. radionuclides).

(2) Other interpretations of Antarctic glacial history (5) Bedrock topography is poorly known for large parts
derived from a variety of evidence include suggestions of an of East Antarctica and therefore uncertainties exist in the
older (pre-Pliocene) age for Sirius Group deposits [Mercer, location of possible centers of ice sheet initiation and
19871, ice sheet overriding of the Transantarctic Mountains growth.
[Mayewski, 1975; Denton et al., 1984], and only limited ele- (6) Finally, the rates of erosion are essentially unknown
vation changes of the Transantarctic Mountains during the although widely regarded as very slow.
last several million years [Stem and ten Brink, 1989; It is clear that an improved geologic database would sub-
McKelvey, 1991]. Other aspects of, and perspectives on, stantially improve the ability to validate model results. This
Antarctic glacial history can be found in Denton et al. should be accompanied by improvements in the per-
[1991]. formance of the models, so that, at least, present-day condi-

(3) The climate tolerances of extant Nothofagus species tions can be simulated with some confidence [compare
are well known [Poole, 1987]; however the affinities ,zf the Simmonds, 1990]. The most pressing task appears to be the
Pliocene Antarctic Nothofagus from the Sirius have yet to development of reali.vdc coupled atmosphere-ocean models

be established definitively, and in any case it is likely to for high southern latitudes accompanied by incorporation of
have tolerances unique to polar environments. Therefore, more precise paleogeographic information gained through
although qualitative statements can be made, precise tem- geologic records.
peratures (mean annual temperature, etc.) and elevation lim-
its cannot be drawn directly for the Nothofagus in the Sirius ACKNOWLEDGMENTS
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A Search for Short-Term Variations in the Flow of Ice Stream B, Antarctica
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ABSTRACT
There is good theoretical and geologic evidence that some ice sheets, both past

and present, are inherently mechanically unstable to climate or sea level changes,
and can disintegrate over short periods of time; examples of this behavior in small
tidewater glaciers are well documented. The West Antarctic Ice Sheet, which is
grounded below sea level, is thought to be the least stable of the present ice sheets.
Recent observations of several investigators have focused attention on the role that
the large ice streams draining into the Ross Ice Shelf play in the stability of the ice
sheet. These streams, at least in some cases, appear to be transient features, out of
balance with their accumulation areas and subject to large changes; one of them, Ice
Stream C, appears to have stagnated within the last century or so. Another, Ice
Stream B, seems to move largely by the deformation of an underlying till layer.

Given this background of interesting flow behavior, we have been searching for
short-term changes in the flow (which are often seen on mountain glaciers) as indi-
cators of flow mechanisms of Ice Stream B. The measurements began in November
1988 and continued to the end of 1989. During the austral field seasons daily
motion studies were conducted with EDM and UHF positioning systems. The 1988
data showed the speed near the edge of the ice sheet to be constant at 1.00 m d-1
within the sensitivity of a few per cent. During the 1988 field season meters were
installed to measure the horizontal and vertical components of ice strain to a resolu-
tion of about 1 part in 106. Seismic activity in the ice was also monitored. These
data were recorded by data loggers for recovery in late 1989, and will be reported.
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The Velocity Field of Antarctic Outlet Glaciers
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U.S. Geological Survey, Reston, Virginia, U.S.A.

ABSTRACT
Climate-induced changes in the area and volume of polar ice sheets may

severely impact the Earth's densely populated coastal regions; melting of the West
Antarctic ice sheet alone could cause a sea level rise of 3.5 meters. Yet the mass
balance (the net gain or loss) of the Antarctic ice sheets is still poorly known, and it
is not entirely certain whether the Antarctic ice sheets are growing or shrinking.
Moreover, the velocity field of most ice streams and outlet glaciers has not yet been
explored.

An extensive set of Landsat images covering Antarctica was acquired in the
early to middle 1970s. Recently, a program to re-acquire Landsat images over the
coastal regions of Antarctica was initiated by an International Consortium of SCAR
(Scientific Committee on Antarctic Research). These later views of the same scenes
permit the measurement of outlet-glacier velocities by tracking the translational
movement of crevasses in the floating part of the glaciers. This technique is precise
enough to establish velocity gradients both along and across glaciers. We applied
the technique to 15 outlet glaciers around the coast of Antarctica. Preliminary
results indicate a range in average velocities from a low of 0.1 km per annum to a
high of 2.2 km per annum. The two highest velocities measured to date are in the
Pine Island and Land Glaciers in Maria Byrd Land of West Antarctica. As soon as
new image acquisitions permit additional measurements, we will expand our study
to include as much of the Antarctic coastline as possible. We anticipate that the
study will eventually yield a near-comprehensive view of the outlet-glacier velocity
field of Antarctica.
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ABSTRACT
Non-climatically controlled fluctuations of glacier termini were studied in two

regions in Alaska. In the Wrangell Mountains, eight glaciers on Mt. Wrangell, an
active volcano, have been monitored over the past 30 years using terrestrial sur-
veys, aerial photogrammetry and digitally registered satellite images. Results,
which are consistent between different methods of measurement, indicate that the
termini of most glaciers were stationary or had retreated slightly. However, the ter-
mini of the 30-kmn-long Ahtna Glacier and the smaller Center and South MacKeith
glaciers began to advance in the early 1960s and have advanced steadily at rates
between 5 and 18 m yr-I since then. These three glaciers flow from the summit cal-
dera of Mt. Wrangell near the active North Crater, where increased volcanic heating
since 1964 has melted over 7 x 107 m3 of ice. We suspect that volcanic meltwater
has changed the basal conditions for the glaciers, resulting in their advance.

In College Fjord, Prince William Sound, the terminus fluctuations of two tide-
water glaciers have been monitored since 1931 by terrestrial surveying, photo-
grammetry, and most recently, from satellite imagery. Harvard Glacier, a 40-km-
long tidewater glacier, has been advancing steadily at nearly 20 m yr-i since 1931,
while the adjacent Yale Glacier has retreated at approximately 50 m yr-i during the
same period, though for short periods, both rates have been much higher.Ae strik-
ing contrast between the terminus behavior of Yale and Harvard Glacfers, which
parallel each other in the same fjord, and are derived from the same snow field, sup-
ports the hypothesis that their terminus behavior is the result of dynamic controls
rather than changes in climate.

INTRODUCTION climate. Best known of these is the phenomenon of surging,
Although the advance or retreat of a glacier may be a which has resulted in terminus advances of many kilometers

good indicator of climate change, particularly when many in just a few years [Meier and Post, 1969]. Less well known
glaciers in a region are considered, several dynamic pro- are the dynamic processes associated with glacier-volcano
cesses can result in terminus changes that are independent of interactions and tidewater glaciers, both of which can result
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in non-climatically controlled terminus changes. We believe the great Alaska earthquake of 27 March 1964 centered in
examples presented here from the Wrangell and Chugach nearby Prince William Sound [National Academy of Sci-
mountains of Alaska demonstrate the importance of under- ences, 1968]. The change in heat flux was manifested in
standing the dynamic setting when interpreting climate increased fumarolic activity along the rim of the crater, and
change from glacier terminus fluctuations. increased melting of the ice in the North Crater. Between

1908 [Dunn, 1909] and 1965 this ice-filled crater was in
METHODS equilibrium, with accumulation balanced by glacier flow

The following methods were used to map the positions of and basal melting due to geothermal heat (there is no sur-
glacier termini, face melting at this elevation). Since 1965, more than 7 x

(1) Terrestrial surveys: Intersection surveys using a theo- 107 m3 has melted in the crater [Benson and Motyka, 1978;
dolite from a base line of known length, or bearing-distance Motyka, 1983; Benson et al., 1985, Benson and Follett,
surveys using a theodolite and distance ranger from a known 1986]. Changes in ice surface contours adjacent to, but out-
point have been used to map glacier termini with an accu- side, the North Crater indicate that there has also been
racy of ±5 m or better, depending on how well the base line increased heating in these locations. Due to the local topog-
is established. raphy, some of the subglacial meltwater produced by the

(2) Photogrammetry: Qualitative changes in the termini heating has probably drained down the northeast flank of the
positions of glaciers were determined from aerial and ter- mountain.
restrial photographs. The first aerial photographs of ML Between the end of the 19th century and 1957, when aer-
Wrangell were taken by Bradford Washburn in 1937. Sub- ial mapping photographs were taken, there was a general
sequent aerial photography was done by the USGS in 1948 retreat of all the glaciers on Mt. Wrangell. Comparison of

and 1957. In addition, we have photographed the summit maps made from the 1957 photographs with plane table

and flank glaciers from 1961 to the present, including map- maps made in 1902 [Mendenhall, 1905] shows that most of

ping-quality vertical aerial photographs taken annually since the glaciers retreated between 100 and 400 m; the MacKeith

1972. Orthophoto maps (scale=1:25,000) have been made glaciers on the northeast flank of the volcano retreated more

from the photographs taken in 1957, 1977, 1979, 1981 and
1988 [Sturm,1983; Benson and Follett, 1986]. Comparison
of these orthophoto maps allows changes in glacier termini
to be measured to ±10 m.

(3) Satellite imagery. Landsat Multispectral Scanner
(MSS; 80 in resolution) and Thematic Mapper (TM; 30 in - ATSANPFORD W FFiurs2
resolution) images were analyzed to determine terminus . /
changes [Krimmel and Meier, 1975; Hall et al., 1988].
Lower resolution MSS images were registered digitally to-L
the higher resolution TM images using rock outcrops as 0,,.,•
control points. Once registered, changes in terminus posi- A KE,
tions could be determined for all the glaciers in the image. N ¢ORTH
For glaciers on Mt. Wrangell, a MSS image taken 18
September 1973 was compared to a TM image taken 16 60 P-
September 1986; for the glaciers of College Fjord in the
Chugach Mountains, a MSS image taken 15 August 1973 50
was compared to a TM image taken 1 August 1985.

MT WRANGELL
TERMINUS ADVANCE ASSOCIATED WITH GLACIA N.T Crater

VOLCANIC HEATING IN THE AcI Nor, Crter
WRANGELL MOUNTAINS C "I Crae

ML Wrangell (elev. 4317 in) is an active volcano located
near the northwestern end of the Wrangell Mountains
[Benson and Motyka, 1978]. Its summit caldera is about 6 . ,,
km across and filled with ice to depths greater than 500 in
[Clarke et al., 1989]. Along its rim are three craters, 0.5 to ALASK '
1.0 km in diameter, and several active fumarole fields. Fif- ALASKA-

teen glaciers radiate from the summit ice cap (Figure 1). Mt.
Wrangell's recent volcanic history includes probable minor
phreatic eruptions in 1899, 1902, 1908, 1911, 1912, 1921 / .om.
and 1930 [Motyka, 1983], though no lava flows younger THERMAL AREAS

than several thousand years have been identified nor are ILOMETERS

they likely to exist [Nye, Alaska Division of Geologic and 0 3

Geophysical Surveys, personal communication, 1990].
An abrupt increase in the volcanic heat flux centered Figure 1. ML Wrangell in the Wrangell Mountains of Alaska,

under the North Crater (Figure 1) took place in 1965 showing the fifteen glaciers that radiate from its summit. Inset
[Benson et al., 1975; Benson and Motyka, 1978; Motyka, shows location of ML Wrangell and of College Fjord in the
1983; Benson et al., 1985]. We believe this was a result of Chugach Mountains.
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than a kilometer (Figure 2). When first observed in 1902 Ahtna Glacier 10 m yrl
[Mendenhall, 1905], the MacKeith glaciers were confiuent S. MacKeith Glacier 18 m yr 1

with the Ahtna Glacier, which was connected with the C. MacKeith Clacier 16 m yrl
Betseli Glacier. The deglaciated area is now covered by N. MacKeith Glacier 6 m yr-l (until about 1981).
thin, discontinuous ice-cored moraine with sparse vegetation The start of these advances coincided with the abrupt in-
and lichen cover consistent with recent deglaciation. crease in volcanic heating of the North Crater. Glaciers on
(MacKeith, Ahtna and Betseli are unofficial names.) nearby Mt. Sanford (4950 m) including the Betseli Glacier

In about 1965, four out of the fifteen glaciers radiating (Figures I and 2) have been stationary or retreating. All
from Mt. Wrangell began to advance. They are the South, other glaciers on ML Wrangel! are retreating.
Center and North MacKeith glaciers, and the 30-km-long
Ahtna Glacier (Figures 1 and 2). All are located on the TERMINUS ADVANCE AND RETREAT OF TIDE-
northeast flank of the volcano, adjacent to one another, and WATER GLACIERS IN THE CHUGACH MOUNTAINS
all flow directlt, from the vicinity of the North Crater. Pho- College Fjord, a 40-km-long fjord in Prince William
tographs taken by B. Washburn in 1937, the U.S. Navy in Sound, cuts into the heart of the Chugach Mountains and
1948, L. Mayo of the USGS in 1965, and the authors since contains six tidewater glaciers, five large valley glaciers and
1965, show that these four glaciers had retreated to a mini- dozens of smaller glaciers. The glaciers of College Fjord
mum position by 1937, remained stationary between 1937 have been described by Gilbert [1903], Tarr and Martin
and 1965, and then began to advance in 1965. The North [1914], and Field [1932ab, 1975]. The two largest tidewater
MacKeith Glacier, which flows from an accumulation area glaciers in the fjord are Harvard and Yale glaciers, which
th~at is only partly on ML. Wrangell, with about haif its accu- are derived from the same snow fields. Observations show
mntlation coming from nearby Mt. Sanfcrd [Stum, 1983] that the Harvard Glacier has advanced while the Yale Gla-
advaned about 300 m between 1957 and 1981, but has been cier has simultaneously retreated, with the retreat rates being
stationary since that time. The other three glaciers have more than twice the advance rates.
advanced 320 to 480 m in the past 25 years, and continue to
advance today. Average rates of advance are:

KIILOMEIrENI 
KI• L.OMErTER$S .. •- "- ..... •......./ t := = /"5

- . , . o

.0 0
GLA Xk~ CO//ogd Fjord

_ _.... .. _ _,,i, . ... ,,; 7- $1MM in 190

Figure 195 IFmnspstoso h lcesontenrhatfak•• o o ,
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of Mr. Wrangell mapped on orthophoto maps made from con- :. ,o,¢~
trolled vertical aerial photographs taken in 1957, 1977, 1981 and

1988. Uncontrolled vertical aerial photographs taken in 1965 show Figure 3. Terminus positions of the Yale and Harvard Glaciers,
negligible change since 1957. Prince William Sound, College Fjord. Alaska.
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Harvard Glacier has been advancing since 1905, and pos- would flow down the northeast flank. This volcanically
sibly earlier [Vicreck, 1967] (Figure 3). Its position prior to produced subglacial runoff is not subject to seasonal
1887 is unknown, but comparison of maps made in 1887, variation, as is surface runoff, and the glaciers on the north-
1899 and 1905 suggests that the terminus was nearly sta- east flank show little or no seasonal variation in surface
tionary during these 18 years [Tarr and Martin, 1914]. In speed. In contrast, the Chetaslina Glacier on the west side of
1905, it began to advance. In 1935, it was still advancing Mt. Wrangell shows a greater than 50% increase in surface
and knocking over 250-year-old trees ',Cooper, 1942], indi- speed during the spring and summer [Sturm, 19831. The
cating that it had not been that far advanced since at least Chetaslina Glacier is closer to the "normal" mode of glacier
1685. Between 1905 and 1969, it advanced at 12 to 20 m flow, which shows an increase in speed in spring and sum-
yr-1 [Field, 1975; Brown et al., 1982; Meier and Post, mer when surface runoff penetrates to the bed of the glacier
1987]; since 1969 its advance rate has increased. and increases sliding [Sturm, 1983; Echelmeyer and

Yale Glacier has been retreating since the early 19th cen- Harrison, 1990].
tury (Figure 3). In 1794, Whidbey of Vancouver's expedi- The striking contrast between the terminus behavior of
tion was unable to proceed more than five kilometers up the Yale and Harvard Glaciers, which parallel each other in the
fjord due to floating ice. Applegate in 1887 got about the same fjord and are derived from the same snow field, sup-
same distance into the fjord [Tarr and Martin, 1914; Field, ports the hypothesis that their terminus behavior is the result
1975]. From this, we conclude that rapid calving was taking of dynamic rather than climatic controls. If climate con-
place from a large tidewater glacier, probably Yale Glacier. trolled the terminus behavior, we would expect more syn-
Botanical evidence [Cooper, 1942; Viereck, 1959] suggests chronous behavior between the two glaciers. In general, the
that Yale Glacier reached a maximum position sometime terminus positions of tidewater glaciers are thought to be the
between Whidbey's and Applegate's visits. By 1910, when result of a complex interaction of the fjord depth, ice thick-
Tarr and Martin [1914] mapped its terminus, Yale Glacier ness and calving rate, with climate and mass balance play-
had retreated 3.5 to 5 kin. Thick alder growth in front of the ing a secondary role. Post [1975] and Meier and Post [1987]
glacier suggested that most of the retreat had occurred prior suggest that tidewater glaciers followed a cycle that consists
to 1860. Between 1910 and 1957, Yale Glacier's terminus of three phases:
had a complex history [Field, 1975, p. 3851 with a net (1) A period of slow advance during which the glacier
retreat of about 0.5 kin, but after 1957, a rapid retreat began moves down the fjord through deep water by maintaining a
that may have ended around 1987, as no further retreat has submarine moraine shoal in front of the terminus, thereby
taken place since then. limiting calving of icebergs and maintaining positive mass

In July, 1989, the terminus of the Yale Glacier had balance.
retreated so far that it could not be surveyed from the exist- (2) A period of relative stability during which the ter-
ing control points. Therefore, the most recent terminus posi- minus is nearly stationary, terminating in shallow water on a
tions of Yale Glacier shown in Figure 3 are based on (a) submajine moraine.
satellite imagery for 1985; (b) observations and terrestrial (3) A period of rapid "catastrophic" retreat during which
photographs taken in 1989; and (c) uncontrolled vertical aer- the tenninus retreats off a submarine moraine shoal, com-
ial photographs supplied by Austin Post for 1987 and 1990. mences calving at a high rate in deep water, and continues
These sources indicate that by 1974, Yale Glacier had to retrea t up the fjord.
retreated into a reach of the fjord only half as wide as the This zycle may be triggered by climatic change, but at
reach it occupied prior to 1974; according to Mercer [1961] any givtn time the terminus position of the glacier is pri-
this suggests that the rate of retreat should have decreased. madly controlled by the balance between glacier flow and
Nevertheless, Yale Glacier's retreat rate accelerated, reach- calving activity. Yale Glacier appears to be near completion
ing a maximum value of 345 m yr-i between 1974 and of the catastrophic retreat part of the cycle; Harvard Glacier
1978. This was apparently due to the greater water depth in is in the advancing stage.
the narrow reach of the fjord [Austin Post, personal com-
munication, 1991]. We think it is unlikely that the Yale Gla- CONCLUSIONS
cier will continue to retreat much longer. The active calving Though the advance and retreat of glaciers can be good
terminus is only a few hundred meters down-glacier from a indicators of climate, the examples presented above show
distinct rise in the glacier surface, indicating a step in the that non-climatic controls can also produce changes in gla-
subglacial topography. With further retreat, the glacier will cier terminus positions. In fact, these non-climatically
probably reach its stable retracted position. induced changes are often larger than those produced by

climate.
DISCUSSION

The advance of the glaciers on the northeast flank of Mt. ACKNOWLEDGMENTS
Wrangell does not appear to be the result of climate change. Hundreds of people have been involved in collecting the
We suspect that volcanic meltwater has changed the basal more than 50 years of field data we have presented here and
conditions for these glaciers, resulting in their advance, we thank them all. In the most recent surveys and in
Only glaciers flowing from the northeast side of the North preparing this paper we had help from Roman Motyka, Dan
Crater are advancing, and the advance began in 1965 when Solie, Betwy Storm, and Carl Tobin. Special th, .Lks to Aus-
volcanic activity and meltwater produced by it increased. tin Post for reviewing the manuscript and allo'ving us to use
Most runoff from subglacial melting outside the crater his data from the Yale Glacier.
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Radar Mapping of Malaspina Glacier, Alaska,
with Applications for Global Change Investigations
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ABSTRACT

An ongoing radar study by the U.S. Geological Survey has used airborne, sat-
ellite, and ice-penetration radar to map glacier-surface features and sub-glacier bed-
rock relief of Malaspina Glacier, Alaska. Preliminary results of this study indicate
that it may be possible to develop a model using satellite radar data to estimate the
volume of some ice sheets. This model would be used in mass balance studies for
global change investigations.

X-band (-3 cm wavelength) airborne radar (1975, 1980, and 1986) and L-band
(-24 cm wavelength) Seasat satellite radar (1978) images show complex bright and
dark radar backscatter patterns on the surface of Malaspina Glacier. These patterns,
0.5 to 10 km in length, resemble bedrock features in nearby mountains, such as
cirques and drainage networks. Plane-table/alidade profiles, ice-penetration radar
(-150 m wavelength) soundings, and other field data collected in 1988 and 1989
show that many of the radar backscatter patterns correspond to adjacent topo-
graphic highs and lows with a maximum relief of 100 m on the surface of the gla-
cier. Many of the surface features of the glacier mimic the sub-glacier bedrock
features at depths greater than 600 m below the ice surface. Preliminary analysis
indicates that a relationship exists between the wave amplitude of these ice flow
features, the ice flow velocity, and the depth of the ice.

These and other findings resulting from this study indicate that data from ^he
eight international radar satellites planned for launch in the 1990s can be used on
some ice sheets to (1) map landing sites and transportation routes by identifying
crevassed zones and 1 -nmocky surface morphology, and (2) develop a geographic
information system model of ice flow dynamics, based on wave amplitude, flow
velocity, and areal coverage, to estimate ice volume for global change studies.
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ABSTRACT
The Svalbard archipelago is located in the Norwegian Arctic, 76-810N. In the

Kongsfjord area, 790N, on northwest Spitsbergen, there has been increasing
research activity in several climate-related disciplints over the last few years. This
research will contribute to the global efforts on monitoring and detecting possible
global changes. An intensified program monitoring hydrological processes was run
from 1974 to 1978 and restarted in 1988. One well-equipped station for atmos-
pheric research is also established. Four major glaciers are being tioroughly inves-
tigated, a program which includes mass balance studies, drainage patterns and core
analyses. Since 1978 a permafrost station has been operated in Svea, south-central
Spitsbergen. The trend in glacier mass balance analyses shows fairly stable n.-gative
conditions, the net balance is slightly increasing due to a slight increase in th!, wifn-
ter precipitation. There is no sign of climatic warming through increased melting.
The temperature data show a very slight cooling during the ablation ped. d. A
reconstruction of mass balance data for the Brogger glacier shows that the mass bal-
ance has been consistently negative since 1918.

INTRODUCTION for the coldest month (March) and the warmest month (July)
Svalbard is the geographical name of the archipelago sit- are 11.730C and +4.70C, respectively. Precipitation is less

uated between latitudes 760N an! Si-N and longitudes 100E than 400 mm per year on the west coast of Spitsbergen,
and 35"E in the Norwegian Arctic (Figure 1). The total area increasing eastward. Desert areas are found on the north-
is about 63,000 km2 of which 60% is covered by glaciers. eastern part of this island.
Ice-free land areas have continuous permafrost with thick- This paper gives an overview of present climate-related
ness varying from less than 100 m near sea level up to research carriAd out in Svalbord within different geophysical
500 m in the higher mountains [Liestol, 1977]. Tem- sciences. Most of this research is being carried out in the
peratures are high considering the latitude, largely due to the Kongsfjord area, 79"N, on northwest Spitsbergen, which
North Atlantic Current (a continuation of the Gulf Stream) over the last few years has become an arctic field laboratory.
of which a branch flows toward the west coast of Spits- The scope of this paper is limited to meteorology, perma-
bergen. Long-term average temperatures from Isfjord Radio frost, glaciology, hydrology and chemistry of the atmos-
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phere. Finally, some aspects about Svalbard as an arctic with a net radiative heat gain, and similarly 3-4 months of
field laboratory are presented. continuous darkness in the winter with a net radiative heat

loss. The warm North Atlantic current flows partly toward
METEOROLOGY the west coast of Spitsbergen where in winter it creates the

The primary climate controls of the area are tight and northernmost area of open water in the Arctic. A cold south-
radiation conditions, ocean currents, sea ice limits and the west-bound current flows along the east side of Svalbard,
atmospheric circulation patterns [Steffensen, 19821. The drawing the ice limit south. The general large scale air car-
area experiences 3-4 months of midnight sun in the summer rents in the area are determined by the low pressure area

near Iceland and high pressures over Greenland and the Arc-
tic Ocean. The prevailing winds are westerly or south-
westerly and transport mild air from lower latitudes toward
the Svalbard area. At present five synoptic meteorological
stations are being operated by the Norwegian Meteor-
ological Institute (DNMI) (Table 1).

Mr, /There are also mem-orological stations in Hornsund and
Barentsburg operated by Polish and Soviet authorities,

Station Start of obs, End of obs.

Isfjord Radio 1934 1976
Longyearben 1916 1977

Vo gon Svalbard Airport, 1975
Longyearbyen
Ny-Alesund 1961 -

Bjornoya 1920 -

Hopen 1944 -

Svea 1978 -

Figure 1. The Svalbard archipelago. Table 1. Meteorological stations in Svalbard.
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Figure 2. Air temperature at Svalbard Airport 1911-1989. (Reconstruction from correlation analyses, by lager Hansen-Bauer, DNMI.)
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respectively. DNMI also have automatic observations of air Geotechnical Institute. The station has an automatic data
temperature, air pressure and wind at Phippsoya, Kong collxtion system recording all sensors every hour year
Karls Land, Kvitoya and Grimfjell. round. Data are stored on magnetic tapes. This system

All the meteorological stations in Svalbard have Polar records meteorological parameters, radiation, heat flux on
Tundra climate according to the Koppen system for climate the ground surface and ground temperatures. Manual obser-
classification [Steffensen, 1982j. Temperature records are vations are made weekly of thaw depth, groundwater table,
available from 1911 on. Figure 2 shows a continuous tern- thickness of dry crust, soil moisture, snow depth and snow
perature time series for Svalbard Airport, reconstructed density [Bakkehoi, 19821.
from correlation analyses using data from Longyearbyen
and Green Harbour (near Barentsburg). Remarkable is the GLACIOLOGY
rapid tempercture rise from 1912 to 1920, which cor- Increased glacier melting is one of the easiest measurable
responds to a temperature rise recorded all over north- effects of temperature rise. In Svalbard regular monitoring
western Europe. On the west coast of Spitsbergen the mean of glacier mass balance started ii, 1950 on Finsterwaldbreen
temperature for December-February increased by about 8"C by the Norwegian Polar Research Institute (NP). At present
from around 1915 to the middle of the 1920s. As would be NPys monitoring program includes accumulation and abla-
expected, this temperature rise was linked with a cor- tion measurements of four major glaciers: Finsterwaldbreen
responding change in the general air circulation, leading to southwest of Svea, and Austre Broggerbre, Midtre Lov6nbre
an intensified transport of mild air from the south. From the and Kongsvegen in the Kongsford area near Ny-Alesund.
end of the 1950s to the end of the 1960s there was a falling Soviet glaciologists started systematic annual mass bal-
trend in the mean temperature, while the start of the 1970s ance measurements in 1966 on Voringbreen in Gronfjorden.
had a corresponding rise. The last years seem to show a fall- In the years 1973-1976 they extended the mass balance
ing tendency again. Such short-lived oscillations in tern- monitoring program to include four more glaciers: Boger-
perature are not unusual and are apt to be especially breen, Bertilbreen, Longyearbreen and Daudbreen. At
conspicuous for the whiter season in high latitudes, where,
for instance, small changes in the preferred course of the tilbreen only.
low-pressure systems may have great consequenizs in At Breggerbreen a series of 22 years of mass balance
temperature. data are available (Figure 4). The mean annual specific net

Little is known about the areal distribution of pre- balance during this period is -Th 6 m water equivalent.
cipitation. Measurements of snowdepth indicate that the
largest precipitation takes place in eastern areas where
annual auounts of more than 1000 mm of water have been
estimated. The driest area seems to be the central part of M
Spitsbergen from Van Mijenfjorden northward, which is o
sheltered from "precipitation-carrying" air streams [Hisdal,
1985].

PERMAFROST 00_____

Few direct measurements of permafrost thickness have
been made. Liestol [19771 quotes several reports of tem-
perature measurement in boreholes and in the coal mines
from different parts of Svalbard. Permafrost depth varied 200

from 75 m to 450 m, and temperature gradients between 40
and 50 m *C-1. The results from three borehole measure-
ments shown in Figure 3 show almost vertical temperature
curves in the upper 100 m. The explanation might be the
warm climate period between 1920 and 1960. Theoretical Z300

calculations also show tdat the depth of this heat wave
caused by the climate change is reascnable. The same phe-
nomenon i3 observed in boreholes in Alaska [Gold and
Lachenbruch, 1973]. Gregersen and Eidsmoen [1988] report 400

'ermafrost investigations in the shore areas near Long-
.royen and Svea carried out in 1987. Reported gradients

. and 20 m *C-1 are steep compared to gradients
• '-y Liest.l [1977]. The shoreline temperatures are
1% y higher than the temperatures measured in refer- Soo
;o.l.:iOS away from the shore, indicating influence - -_._o-_.s.

fro ... e -e.& which acts as a heat source. Isotherms for the
sPnr area, based on temperature measurements and theo- Figure 3. Temporature curves from three different boreholes: in
reticai calculations, indicate that the permafrost extends less the middle from Liljevalchfjellet near Sveagru a, to the right horathan 50 mi out from the shoreline. the Endaten valley, and to the left from the Sarkofagen mountainridge, near Longyearbyen. Note the upper part of the curves per-

A permanent station for permafrost research was estab- haps reflecting the mTula-r climate starting about 1920. (After
lished in Svea in 1978 and is operated by the Norwegian Liestol [1977].)
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Figure 4. Mass balance of the Broggerbrecn Glacier 1966-1968. (From Hagen an --.sto1[1990].)

Hagen and Lefauconnier (19901 found a high correlation a warmer climate with a high melt rate. It is therefore nec-
between glacier net balance and meteorological parameters. essary to be aware of this phenomenon and make careful
A coefficient of correlation R=0.90 was obtained using measurements of volume change when the climatic signals
accumulated positive degree days during summer and fall, from these glaciers are interpreted.
and winter precipitation, as independent variables. Since 1918 the mass balance of Broggerbreen has been

They also constructed the net mass balance for consistently negative. Between 1921 and 1988 the loss of
Broggerbreen from 1912 to 1988 (Figure 5). From their cal- ice at Broggerbreer. was reduced from -0.63 m to -0.35 m
culation the total mass of ice lost from 1912 to 1988 was water equivalent per year.
34.35 m water equivalent, corresponding to a mean value of As far as one can see from more than twenty yewrs of
-0.45 ma per year. The glacier started shrinking in 1918, cor- continuous mass balance measurements (1967-1988) in

-esponding to an increase off mean summer iamperature. northwest Spitsbergen there is no indication of increased
Glacier front observations from a number of glaciers indi- mass loss/melting rate on the glaciers. The glaciers have had
cate that thn glaciers L- Sval]ard reached :heir maximum as a steady decrease in volume with negative net balance
late as around the year 1900 (corresponding to ,se so-called nearly all years. The only trend of change is a small increase
Little Ice Age). of the winter accumulation, thus a slightly decreasing neg-

However, most of the glaciers in Svalbard are of the sirgt ative net balance.
ing type. Thus rapid retedat of the front of these glaciers
may be just a result of a quiescent period, and not a result of HYDROLOGY

A research program mioaitoring hydrological processes in
the Bayelvat Basin neaor Ne-Alesund was run from 1974 to

343, ae1978 [Repp, 19791. In this programr special emphasis was

•~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~~~~u 04mpeyerThgliestresrninin11.cr conti u glace rss - galanci ersurements 196d-19di)ein

transport. Prior to this program very few hydrological inves-

Glacer ron obervtion frm anumer f glcies ii puts lonsglacier eraeosio the glaciers Thydog gandershaehdimn

tigations had been made in Svalbard.
The Bayelva Basin has an area of 29 km2 of which 51%t ais covered with glaciers. Nearly all runoff from the basin

Li ------------- occurs during the summer months June-August and is dom-
inated by snowmelt and glacier melt. The early runoff takes
place on, the surface; later on the meltwater drainage is

y be s ta ltof englaciai and subglacial. Temporary meltwater lakes on the
A obv~d. glacier are common phenomena. These lakes usually drain

in a few hours when an englacial dramage channel opens.
Figure 5. Cumulative net balance of the Brggerbreen Glacier The subpermafrost drainage is very minor. Repp [1979]
1912-1988. (From Lfau"onnier and Hagen [1990].) estimated it to be less than 1% of the toal runoff from the
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SUSPENOEO ment of permanent hydrological observation stations in
SEDIMCNI LOAO Svalbard. Three research sites were selected: Bayelva near
(kg/s) Ny-Alesund, DeGeer River north of Longyearbyen, and

a2.0392 1 Basin/wsdamxnen Reservoir near Longyearbyen.
SSL-O0534.Bayelva Basin was chosen in order to continue the exten-

r 0 9511 ss[ sive work done during the 1970s. In addition hydrological

N = 602 data wt,•d increase the value of this area as an artic field
10 - laboratory for several scientific disciplines. Permanent

"installaticas for water discharge and sediment transport
measurements were put in the main river. Water conductiv-

I ity sensors will be installed at different sites. A meteor-

1.0 j ological station is established on Broggerbrecn during the
perilod May-September every year.

In the DeGeer River a hydrometric station has been
installed. The drainage area is 78.4 km2. The site was
selected primarily because only 13% of the basin was gla-

0.1 cier covered.
The Endalen Basin/Isdammen Reservoir is located near

Longyearbyen. The Endalselva River feeds the Isdammen
Reservoir which is the water supply source for Long-

0.01 __ _yearbyen (approximately 1200 inhabitants). The are was
selected because hydrological information is very important
for proper operation of the water supply reservoir. The mon-
itoring program includes instrumentation for water balance
studies of the Isdammen Reservoir, sediment transport in the

0.001 . Eadalselva River, groundwater movements and water qual-
ity. The stations in the Bayelva Basin ond DeGer River are
in operation during 1990, while the program for the Endalen
Basin/Isdammen Reservoir has not yet materialized due to

0 economic constraints.0.0001

0.01 0.1 1.0 10 10o
WATER 0ISIARGE (m 3/s) CHEMISTRY OF THE ATMOSPHERE

Toward the end of the 1970s oil exploration on the con-
Figure 6. Sediment curve 1973-1978. (From Repp [1979].) tinental shelves started to move further north. In order to

establish a base for evaluation of the concurrent pollution
problems, a comprehensive study of the air pollution situa-

basin. Maximum reworded runoff during *he years 1973- tion in the Norwegian sector of the Arctic was carried out by
1978 was 1100 1 s-1 km-2 while the mean specific runoff the Norwegian Institute for Air Research (NILU) during the
during this period was firimated to 321 s-i km-2. 5-year period 1981-1985. Under this program four meas-

The sediment transport from the basin is quite high; the uring stations were established in the high Arctic with an
maximum suspended sediment load measured was 3830 mg extended measurement program in Ny-kaesund [Ottar et al.,
1-1. The suspended sediment load is found to be strongly 1986].
norrelated with water discharge: The wintertime arctic haze, with concentration levels of

man-made pollutants which are comparable to average con-
SSL = 0.0534" 2(1) centrations over the industrialized continents, is due to pol-

lutants emitted from sources within the arctic air mass. In
SSL is suspended sediment load and Q is water discharge. late winter and spnng, this cold and stable air mass, char-
Equation (1) yielded a correlation coefficient R--0.95 during acteized by very low deposition rates and absence of photo-
602 days of observat~on 1973-1978 (Figure 6). The bottom chemical activity, may engulf large parts of northern
load is estimated to be 30% of the total sediment transport Eurasia. Aircraft measurements show that the vcrtical exten-
as an average. The annual suspended sediment transport var- sion of this haze is typically less than 2000 m. The presence
ied between 6646 tons and 16,558 tons, i.e., 228 tons km-2  of further haze layers at elevations up to 5000 m or mo-e is
to 567 tons km-2 . Assuming that sediment transport in Bay- due to sources outside the arctic air mass. Also natural aero-
elva reflects the glacier erosion, this indicates an erosion sols are present at high altitudes, in the form of soil dust,
intensity of 0.5 mm yr-1, which is significantly more than which may have originated from the large deserts in Asia or
observed for warmer glaciers in Norway. Africa (Figure 7). Local sources in Spitsbergen may also

The hydrological investigations in the Bayelva Basin contribute to the ha,.. layers, but this contribution is limited
were restarted in 1988 by the Norwegian National Com- to emissions from sources in major settlements in the Sval-
mittee for Hydrology. A general need for more information bard archipelago. The local contamination of air can be
and knowledge of hydrological processes in arctic areas was traced as high as 1000 m.
felt by different research communities in Norway [Hagen et A large-scale multilayer atmospheric dispersion model
al., 1987]. The first phase of this program was the establish- has been formulated, utilizing the concept of transport along
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isentropic surfaces. Calculations using available meteor-
ological data and a spatial emission survey for the northern

A: I8 19 1083 hemisphere show that the model is capable of simulating the
C:23 Mauc 1984 advection of pollutants from different source areas into the

C3a Arctic at different elevations. The model calculations show

hthat sources in the USSR contribute most to the high sulfur

7 odioxide and sulfate aerosol concentrations at low altitudes
during winter and spring (approximately 80% in NMarch
1983), while other European sources contribute more to the
concentrations at higher altitudes (approximately 60%
above 2-3 kin). At the highest levels there is also contribu-

tion from sources in North America. Various statistical tech-
niques, such as principal component analysis and chemical

mass balance apportionment, have also been used to prove
"01 21A,,2_41 these results.

a ,X.,,--6, Henriksen et al. [19901 report atmospheric ozone meas-
urements in Tromso that began in 1935. In recent years

Figure 7. Aerosol concentrations at different levels obtained by ozone measurement stations have been established in Long-
aircraft measurements. (From Ottar [19861.) yearbyen and Ny-Alesund. These stations show very good
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correlation with the Tromso smation. The data from 1935- At present Norway, the Soviet Union and Poland have per-
1969 were used to obtain an annual variation of stratosphere manent activities in Svalbard. This paper hopefully indicates
ozone in a period with obviously no influence from CFC a high level of research activity within different disciplines
release. For the period 1985-1989 the annual variation was concentrated in a limited area in the high arctic. This offers
obtained separately showing that the ozone layer was a unique opportunity to carry out interdisciplinary research
thicker during these five years than during 1935-1969 projects. The permanent research bases in Ny-Alesund and
(Figure 8). Svea also offer laboratory facilities and logistics. In addition

NILU's research station for atmospheric chemistry in Ny- Poland operates a permanent research station in Hoasund.
Alesund has been in operation since 1978. In 1989 a new Polan eatis aspermanteseacons in Hts ud.
permanent research station was established at the top of The area is easily accessible considering its high latitude.
Zeppelin Mountain (475 m a.s.l.), 2.1 km from Ny-Alestnd. Airlines offer several regular flights a week from the Nor-
The station is part of the European Monitoring and Evalua- wegian mainland and during the summertime ships also get
tion Program (EMEP) aimed at monitoring large-scale trans- into the settlements in Svalbard. Soviet airlines fly biweekly
port mechanisms of air poUuants, and the EUROTRAC from Murmansk to Longyearbyen.
(EUREKA) program which focuses on tropospheric ozone According to recommendations from the Norwegian sci-
research. During 1990 a measurement program initiated by entific community [NOU, 1989] the future Norwegian effort
the Norwegian Research Council for Science and Humanity within arctic research should be focused on environmental
(NAVF) will be implemented. This program includes mon- research, resource management and operations in the north.
itoring of greenhouse gases, tropospheric ozone and CFCs. The same scientific community also expresses a need for

SVALBARD-AN ARCTIC FIELD LABORATORY international cooperation.

The present regulations for Svalbard were established in ACKNOWLEDGMENTS
an international treaty of 1920. Sovereignty was awarded to
Norway, with a number of restrictions. By the act of 17 July The authors wish to thank the Norwegian Institute for Air
1925, Svalbard became part of the Kingdom of Norway. Research, the Norwegian Geotechnical Institute, the Nor-
The treaty was signed by nine nations in 1920. It has sub- wegian Meteorological Institute and Dr. Kjell Henriksen
sequently been signed by 26 more nations. Under the treaty, (University of Troms0) for valuable contributions to the
all nations have equal rights to exploit the islands' resources. paper.
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Application of Aerial Photographs
to Registration of Dynamic Phenomena in Polar Environment

K. Furmanczyk and J. 'rajs
Department of Remote Sensing and Marine Cartography, University of Szczecin, Szczecin, Poland

ABSTRACT
Aerial photographs were taken during the Antarctic expedition of the Polish

Academy of Science. A helicopter was used to make an aerial photographic survey
of the area surrounding Admiralty Bay, King .George Island in the South Shet-
land Archipelago. Photographs were taken using a simple, self-constructed, multi-
spectral camera. The photographic materials were used to compile a map of the
changes of glacier fronts in Admiralty Bay, to compare with the British Admiralty
map which was made twenty years ago. This map shows areas not covered by snow
and ice during the summer.

Apart from long-term changes of extent of glacier fronts, photographs were used
to analyze surface dynamical phenomena in Admiralty Bay. There were many
growlers, very small icebergs, on the surface of the bay, and these were used to
measure the velocity and the direction of surface mass drift. Simultaneously, the
melt-water on the surface, with a strong concentration of suspended materials, was
treated as an indicator of the tidal cycle in Admiralty Bay.
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Inversion of Borehole Te,.r:., 'rature Data for Recent Climatic Changes:
Examples from the Alaskan Arctic and Antarctica

G. D. Clow and A. H. Lachenbruch
U.S. Geological Survey, Menlo Park, California, U.SA.

C. P. McKay
NASA, Ames Research Center, Moffett Field, California, U.SA.

ABSTRACT
A temperature disturbance at the earth's surface causes a downward-propagating

thermal wave which can be sampled at later times in a geophysical borehole. This
effect allows the surface temperature history at a given site to be reconstructed from
precise temperature measurements at depth within the earth. Continuous permafrost
regions are well suited for this type of paleoclimate reconstruction since they lack
the disturbing effects of groundwater flow.

Application of Backus-Gilbert theory to this inverse problem indicates the high-
est temporal resolution that can be obtained for surface disturbances occurring at
time -to before present is ±0.40*to. This assumes ideal measurement geometry. If
temperature measun 'ents are limited to depths less than zb, temporal resolution is
severely degraded 1 -,vent times to > zb2/(18k) where k is the thermal diffusivity.
Optimal resolution is retained back to -40 Y.B.P. (160 Y.B.P.) when measurements
to depths of 150 m (300 m) are utilized in the inversion. The resolution of events at
time -to is also degraded if the vertical distance between measurements (dz) is >
(kto/2)0.5. This is unlikely to cause a problem in practice, except when temperature
data are acquired from a limited number of fixed thermistors.

We are applying formal inversion techniques to the Alaskan Arctic dataset
reported earlier by Lachenbruch and Marshall [Science, 234, 689--696, 1986]. On
the basis of their data and a forward analysis, they concluded much of the perma-
frost surface in this region has warmed 2-4°C during the last century. Application
of inverse methods to this dataset provides improved estimates of the magnitude
and timing of the recent arctic warming. Inversion of a recent temperature profile
from the 300-m DVDP hole 11 in Taylor Valley, Antarctica, shows clear evidence
for a IPC warming during the last -15 years. Although it is unclear whether the sig-
nal from this isolated hole is due to a climatic disturbance, the inferred warming
does coincide with the general rise in lake levels throughout the antarctic dry val-
leys during this period.
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Climate Change and Permafrost Distribution in the Soviet Arctic

Oleg A. Anisimov
State Hydrological Institute, Leningrad, U.S.S.R.

Frederick E. Nelson
Department of Geography, Rutgers University, New Brunswick, New Jersey, U.S.A.

ABSTRACT
Anticipated global warming during the next century will produce many environ-

mental changes, including widespread thawing of permafrost in the northern hemi-
sphere. The climate change scenario based on the method of paleoclimatic
reconstruction developed at the USSR State Hydrological Institute was used to
drive a model of permafrost distribution. Results indicate north- and eastward
movement of permafrost boundaries, a substantial lengthening of the growing sea-
son, and significant soil warming in permafrost areas. Some implications of these
changes for the Soviet Union are discussed.
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Permafrozen Temperature Regime Affected by Climate Variability

P. A. Yanitsky
Institute of Northern Development, Tyumen, U.S.S.R.

ABSTRACT
The paper reports on the numerical-analytical solution for the problem of peri-

odically constant heat exchange in permafrost. There are no initial conditions and
the task at issue is based upon the sail conductive heat exchange simulation. In
addition, at thawing or freezing, the. parameters of water/ice transition, geothermal
temperature gradient and the snow cover impact upon the soil heat transition to
outer ground have also been taken into account. This solution is governed by the
following characteristics: annual air temperature change; winter precipitation accu-
mulation; thermo-physical soil properties either in thawed or in frozen state.

Considering the adduced solution the following parameters can be determined:
the soil temperature at zero year amplitude level; the frost penetration lower boun-
dary depth; and others. The calculated data are presented and compared with the
results of previous field tests. The influence of the quantitative characteristics, such
as variable climate and winter precipitation accumulation, upon the soil temperature
pattern will be shown; in particular, the frost penetration lower boundary depth is
varied by yearly average temperature increase or decrease. The regions where one-
two degree yearly average temperature increases result in total permafrost dis-
appearance have been located.
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Computer Simulation of the Retrospective and Perspective
Geocryological Situations in the Polar Regions

L. S. Garagula, V. E. Romanovsky and N. V. Seregina
Department of Geocryology, Faculty of Geology, Moscow University, Moscow, U.SS.R.

ABSTRACT
We constructed a mathematical model to study the freezing and thawing pro-

cesses of soils under temperature fluctuations on the earth's surface. A substantial
part of the model is a computer routine for the numerical solution of a one- or two-
dimensional, multi-frontal Stefan's problem. The results were adopted for investiga-
tion of the unsteady thermal fields and of freezing-thawing of heterogeneous soils
under complicated rhythmic changes of the earth's surface temperature. This is an
effective method to simulate the past, present and future geocryological conditions
and to estimate corresponding landscape, engineering and hydrogeological environ-
ments, i.e., to detect evolutionary and technogenic trends in the changes.

The method includes the solution of direct and inverse geocryological problems.
It is based on the reconstructions of paleoclimatic and significant geological events
during the Quaternary (glaciations, sea transgressions and regressions, denudations
and sedimentation velocities), provided by field observations on the structures,
compositions, physical properties, thicknesses and thermal field fluctuations of the
frozen soils above different geological and hydrogeological structures. All these
parameters are used to describe various natural situations and serve as initial data
for the computer simulation of the permafrost dynamics.
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Paleotemperature Reconstruction for Freeze-Thaw Processes
During the Late Pleistocene Through the Holocene

V. E. Romanovsky, L. N. Maximova, and N. V, Seregina
Department of Geocryology, Faculty of Geology, Moscow State Univer,'ity, Moscow, U.S.SR.

A ABSTRACT
Variations in ground surface temperatures for different regions of the USSR

were studied using the basic principles of Milankovitch global climate-change
theory and harmonic analysis with cycle periods of 200, 100, 41, 21, and 11 thou-
sand years (ka). The amplitude of these cycles has been calculated based on the fol-
lowing assumptions: (1) Climatic rhythms are represented as sinusoidal variations
of temperature with periods of 200 (T), 100 (TI), 41 (T2), 21 (T3) and I 1 (T4) ka.
(2) Minima of harmonics T and T2 occurred between 25 and 26 ka ago, while
minima of period T3 occurred between 22 and 23 ka ago; in addition, maxima of
periods TI and T4 were 5 ka ago. (3) Northern hemisphere deviations from present-
day temperatures during the last cold epoch were up to 9'C in high latitudes, ice-
free areas and 5YC for lower latitudes; during the last warm epoch, these values
were 4 and 2*C, respectively.

Harmonics T2, T3 and T4 were combined in an attempt to refine the paleo-
temperature variations in different regions of the USSR from the late Pleistocene to
the present. This long-term model is tested with a series of computer simulations of
perennial freezing that show good agreement with reconstructions of paleoperma-
frost distribution and with its present vertical structure./

A model of surface temperature change is developvd for middle- and short-term
climate fluctuations. For this, temperature fluctuations with periods of 2000-1500,
300-200, 100-90, 40, 22 and 11 years are assumed. Cycles of 100, 40, 22 and 11
years can be studied from meteorological data.

The middle- and short term cycles are the most important for understanding and
predicting permafrost dynamics, especially in the southern extremes of permafrost
distribution. However, 300-200 and 2000-1500 year cycles cannot be studies using
meteorological data. Fluctuations of mountain glaciers offer a means of studying
these. long-term cycles.

INTRODUCTION The present-day permafrost structure formed, in general,
The difficulty with permafrost paleoreconstructions is a during the le Pleistocene and Holocene. Therefore, this

shortage of knowledge about chronological sequences of the time period (approximately 100 ka) is the most important
for the modeling of the history of the formation of perma-climatic events during the late Pleistocene and Holocene. frost. The most difficult problem is the reconstruction of the

There is not enough data to mathematical modeling of the temperature conditions on the ground surface during this
permafrost dynamics because of the need to discover cli- time period. However, there presently are some fundamental
matic rhythms and to fully describe such rhythms quan- elaborations about global climatic changes that allow this
titatively (period, amplitude, phase). problem to be solved quantitatively. It is important to
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assume the existence of dramatic climate oscillations during chron 130-117 ka ago with a climatic optimum 125-120 ka
the Pleistocene with the background of general climate cool- ago and the Wurmian cryochron 117-15 ka with climatic
ing during the Cenozoic. According to the Milankovitch warming about 100-90 ka (95-80 ka by the isotopic oxygen
theory, the long-term changes (with periods of tens and hun- curve), a dramatic cooling about 75 ka (75-70 ka by the iso-
dredsof years) are associated with fluctuations in the amount topic oxygen curve), an intra-Wurmian rise in temperature
of solar energy striking the Earth's surface caused by peri- with a peak about 48 ka, and late Wurmian cooling 33-15
odic changes in the earth's orbital drive, ka (with a minimum 27-24 ka by the isotopic oxygen

The knowledge of middle- and short-term climate vari- curve), and climatic warming in the Holocene 15 ka ago.
ations is important, especially for applications to engi- The summary curves obtained (Figure 2) confirm the
neering predictions. The periods of such variations likely are known facts on the rise in the amplitude of climatic changes
2000-1500, 300-200, 100-90, 40, 22, and 11 years. There from southeastern to northwestern USSR, as well as the
has been very little study of these rhythms. Currently, there Hoiocene thermal maximum lagging behind in the same
is no conclusive theory of these variations. Such a theory is direction [Khotinsky, 1977]. The earlier terms of the ther-
necessary for an explanation of their derivation and for fore- mal maximum in East Siberia, as compared with the Euro-
casting of middle- and short-term climate changes. The pean North and West Siberia, can be explained by the laws
study of glacier dynamics may be used for tl0 purpose. governing the changes in individual rhythm amplitudes in

these regions. In accordance with the Milankovitch theory
THE STUDY OF LONG-TERM of climatic fluctuations, there are significant latitudinal df-

CLIMATE VARIATIONS ferences in the T2 and T3 rhythms: the former dominates at
The study of long-term variations allows the discovery of high latitudes and near 450N, its amplitude approaching

general trends for climate changes during the late Pleis- zero, while the amplitude of the T3 rhythm increases toward
tocene and Holocene for different regions of the permafrost the south.
zone in the USSR. The paleotemperature curves (Figures 1 According to the solutions obtained, the amplitude of the
and 2) have been calculated in accordance with established "12 rhythm decreases from 8-9.50C in the European North
practice [Maximov, 1972; Sergin, 1975; Zubakov, 1986; down to 2.50C in the Far East. The amplitude of the T3
and others]. Based on the assumptions presented in the rhythm increases "rom loC in northern West Siberia to 1.5-
abstract, a system of equations was derived yielding the 2°C in the Transbaikal region. The total range of climatic
amplitudes of the 12, T3, and T4 harmonics and enabling variations and the time of their maximum manifestations
constructionx of the summary paleotemperature curves varies accordingly. Thus, in northern West Siberia (the Ob'
[Maximova and Romanovsky, 1986, 1988]: River basin) where. the amplitude of the T2, T3 and T4

rhythms equals 7.2, 1.2, and 0.50C, respectively, the total
t('-)1T=rmin -"t(t)6=x = A; amplitude of temperature variations reaches 160C and the

Holocene thermal maximum dates around 4.5-6.5 ka ago. In
t('t.ax - 0'06=0 = B; the Transbaikal region, where the least difference between

the T2 and T3 rhythms and T4 rhythm is practically lacking,
the summary total amplitude of climatic variations is twice

=0 ; as small and the Holocene thermal maximum has the earliest
dating from 10-11 to 8 ka ago. Such an early beginning of
the maximum is acknowledged by the investigators of the

where t(,r) is a fanction of total temperature; tmax and tain region [Yendrikhinsky, 1982]. One can refine the thermal
are the time periods of the last thermal maximum and mini- maximum time in the Holocene by superposing the middle-
mum; ro is the present time, and "A" and "B" are tern- term rhythm (2-1.5 ka) of Shnitnikov [1957] on the curves
perature deviations from the present-day values during the obtained.
periods of minimum and maximum. The amplitudes of T The process of ground freezing in the late Pleistccene
and TI harmonics were assumed to equal I°C. glacial epoch and thawing during the Holocene temperature

The climatic variations in the late Pleistocene and Holo- maximum in the Baikal rift zone depressions was studied in
cene obtained from the curves are in agreement with the accordance with these temperature variations. This region
consensus opinion of the paleoclimatic peculiarities of that was chosen for experimental examination of the hypo-
time. The paleotemperature curve (Figure 1) illustrates prin- thetical temperature variations because of a number of cir-
cipal climatic events of the late Pleistocene-Holocene and cumstances. The position of depressions, extending
their time interval corresponding to the isotopic oxygen pro- latitudinally, allows the changes in surface temperatures due
file of ice from the boreholes at the Vostok station in Ant- to the displacement of geographical zones to be ignored.
arctica [Gordienko et al., 1983] and to its paleogeographic The landscapes of lacustrine-alluvial plains in the depres-
interpretation. Figure 1 shows movement of the ice sheet sion floors over the investigated period of time (80 ka)
margin between Indiana and Quebec during the last major changed insignificantly [Belova, 1985]. This permits the
climatic cycle and the general mean global temperature supposition that the dynamics of the temperature field in the
curve according to Imbrie and Imbrie [1986]. Both exam- ground were determined practically by climatic variatons.
ples are in agreement with the theoretical paleotemperature Two permafrost horizons have been identified in the depres-
curve (Figure la). sions--the late Pleistocene and the Holocene [Zamana,

From the curve obtained for the highlands of southeastern 19801. They can occur independently, constitute a two-stage
Siberia over an interval of 160 ka, the following events can section (Upper-Angara and Barguzin depressions), and
be identified VZubakov, 1986]: the Riss-Wurmian thermo- merge into a single frozen series (Chara depression).
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Figure 1. Principal climatic events of the late Pleistocene-Holocene: ;oznpar.ison of the theoretical paileotemperature curve for southern East
Siberia (a) with isotopic oxygen profile of ice from the boreholes; at the Vostok station in Antarctica (b), with fluctuations of the ice sheet
margin between Indiama. and Quebec during the last major climatic cycle (adapted from Imbrie and Imbrie [1986]) (c), and with generalinean
global temperature curve wcording to Imbrie and Irnbrie [1986] (d).
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The appropriate examples of models are given in Figure Too
3. The presence of the two-stage section has made it pos-
sible to compare the estimated and actual depths of ground ,5o
freezing and thawing at three levels: the bottom of the Hol- -02

ocene horizon, as well as the top and bottom of the Lte..--'" 200
Pleistocene frozen ground. The cofresponding actual data H'.

are for the depths from 30-50 m to 80-110 m, 70-150 m,
and 130-300 in; maximum thickness of the relict permafrost Figure 3. Variation of perennial thawing and freezing of rudaceous
horizon amounts to 150-200 m, but in the regions with high deposits in the mountain depressions of the Transbaikal region in
present-day temperatures this horizon is intensively degrad- the late Pleistocene 3W Holocene: (a) complete thawing of the

Pleistocene frozen ground strata; in the section: perennially frozen
ing and is only several meters thick. ground of the Holocene; (b) merging of partially thawed Pleis-

Ground freezing and thawing have been simulated tocene and formation of Holocene perennially frozen ground into a
numerically using the programs for solution of Stefan's single frozen strata; and (c) a two-stage section permafrost strata
multifront problem developed at the Department of Geo- with the Pleistocene and Holocene horizons.
cryology, Moscow State University [Seregina, 1989;
Romanovsky et al., 1991]. The, long-term meteorological data can be used for iden-

Comparison of the computed data and factual data yields tification of the short-term climate changes without under-
positive results. This, in the opinion of the authors, justifies standing their derivations. As an example of such a
the attempt of refining the paleotemperature variations in possibility, Figure 4 shows selected temperature data dating
different rek,... of the USSR for the late Wurm-Holocene back to 1530 for the north face of the Alps [Huybrechts et
by summing of the harmonics TI, T2, T3, and T4. al., 1989]. It is possible to recognize from these data several

rhythms with periods of 300, 400, 40 and perhaps 22 years.
STUDY OF THE MIDDLE- AND SHORT- TERM The amplitudes of these rhythms are approximately 0.4AC,

CLIMATE VARIATIONS 0.4O C, and 0.5*C, respectively. It seems that the amplitudes
The model of long-term cycles describes only a general of the 40- and 22-year rhythms are not constant, but change

tendency of the permafrost to form and change its main fea- with time.
tures in space and time over large regions of the permafrost Figure 5 shows changes in the average temperature of the
zore. northern hemisphere [Imbrie and Imbrie, 1986]. This graph

For engineering applications, it is more important to shows that two rhythms with periods of 100 and 40 years
establish the dynamics of the permafrost and its tei.h ., ature can be recognized, and these rhythms have approximately
field on concrete sites through relatively short time intervals the same phases over the whole northern hemisphere.
(from ten to one hundred years). The depth of such changes The difficulty of the solution of the middle-term climatic
may be relatively small (not more than 50-100 meters). It is chang3 problem is the absence at the present time of some
possible only if some regularity of middle- and short-term common theory about the derivation of such changes (like
climate changes is known. So the problem is to arrange the theory of Milankovitch for the long-term cycit~s). How-
middle-term (with periods of hundreds and a few thousand ever, there is good knowledge of natural phenomena that are
years) and short-term (with periods of tens and a few hun- sensitive to climate change. One such phenomenon is moun-
dred years) climatic cycles, tain glaciers.
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Ml YEAR A.D.

-o Figure 5. Climate of the past 100 years. This graph shows changes

in th vee annual temperature of the northern hemiisphere.
Since . verage temperatures have declined aot06C

- (From Imbrie and Imrlie [1986].)

__.......................__ _ for the last 13-14,000 years [Maximov, 1972]. Deglaciation
,0oi is a complex process. With a background of gneial retreat
05 of the glaciers, there are the rhythmical ,mzeat-advance

... . . movements of the shorter periods. The total number of such
.05 cycles ftr glaciers in Europe and the Soviet Union is 7 over

the last 12,000 years, and 5 cycles over the last 8000 years
for Alaska. Therefore, there are the rhythmical changes of
climate with a period of 15C4-2000 years. Sometimes, it is

- .•.possible to recognize the shorter "inner" rhythms in glacier
05 movement, but there is not sufficient data for final
0 conclusions.

More detailed study of concrete glaciers allows the estab-
lishment of the presence of such rhythms. However, it is dif-
ficult to generalize such data from several glaciers because

. . 4 90 the phases of the short-term changes of the n~ositions of the
glacier fronts are different. Even over the same region and
neighboring glaciers, it is possible that one of thrm is

0 rereating and another is advancing [Wood, 1988].
T The cause of such glacier behavior is the presence of pos-

Ž!ive and negative feedbacks in the system Glacier-Local
Mainland--Atmosphere-Ocean. Ile result of the feedback

effect is the apparently random reaction of glaciers of differ-
Flgu-e 4. Temperawre data daing back to 1530 for the north face ent size, geometry, stability and location to the same global
of the Alps me given as 10-year running means and expressed as climate rhanges. The main problem is the use of mountain
anomalies with respect to the 1901-1960 mean for Basel (from glacier movement as an indicator of middle- and short-term
Huybrechtz et al. [1989] and 1500-year ,'ycle (a); temperature
anomaly dat, exccpt 1500-year rhythm and 300-year cycle (b); climate changes.
temperanre anomaly without 1500-year and 300-year rhythms and
100-year cycle (c); temperature anomaly without 1500-, 300- and CONCLUSION
100-year rhythms and 40-year cycle (d); temperature anomaly Climate changes have the 3haracter of oscillation. The
without 1500-, 300-, 100- and 40- year rhythms; perhaps it stuoy show s hat e te e c hanges can be
incluJes 22-year cycles(e). stoy shows that surface tempera.re changes can be

dewribed as some superposition of distinct "'armonic oscil,
Olations with different periods (from tens of years to hun-MOUNTAIN GLACIERS FOR CLIMATIC dreds of thousands of years and more). The main rhythms

are sytchronous at least for the whole northerr hemisphere.PHYTHMS PREDICTION The peculiarity of manifestations o- summary surface tem-
It is obvious that mountain glaciers react to global long- perature changes, including different times cf thermal maxi-

term climate changes. However, it is difficult to study long- mum and nrriiimum during the late Pleistocene and
term changes using glacier data because following the A-iolocene over the different regions of the permafrost zone
advance of the glaciers, geoinorphological and gpological can be explained exclusively through differences in the (.s-
features of the previcjs glacial deposits are destroyed. tinct harmonic amplitudes for these regions. Mountain gla-
Therefore, we know glacier dynamics in ,,-sponse to climate cier movement car. be used in the analysis of middle- and
change for o'iily the last 20,000 vears, i.e., during the last short-term climate chauges, but the presence of the feedback
period of deglaciation of .nountain glaciers. The last degla- mechanism• must be taket into account.
ciation is a st )le process e.f common .- treat 'f the moun- The short-ttzr,, changes can be studied, throth long-term
tain glaciers, in gene-al, ovex at least the wholt northerp meteorological records. At the present time in the field of
hemisphere. This process has been continuing in Alaska geocryology, there is a need for a prediction mechanism apd
since 12-15,000 years ago [Calkin, 1988]. In Eturope and in a theory of climate change, particularly of middle- and
the USSR, deglaciauon of mo-nta n glaciers hls continued s' ,-rt.term changes.
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Freezing and Thawing of Soils Under the Influence of
300- and 90-Year Periods of Temperature Fluctuation

V. E. Romanovsky, L. S. Garagula, and N. V. Seregina
Depaterant of Geocryology, Faculty of Geology, Moscow State Unir.rsity, Moscow, USS.R.

"ABSTRACT
Mathematical modeling of perennial freeze and thaw is used in geocryology to

solve both scientific and engineering problems. The surface temperature of a sub-
strate is given as either a constant (station? -" problem) or a function widi a fixed
period of fluctuation (periodic problem).

In this paper a numerical permafrost model is developed for the southern Siberia
region to study the influence of rhythmic climate change on the dynamics of perma.
frost. The mathematical model is representl as a two-dimensional heat conduction
problem for a moist substrate with "the latent heat effect" for complex geological
structures. This model takes into account a complex periodic temperature change at
the soil surface and a stable heat flow at the lower and lateral bcundaries for a
steady domain. The enthalpy method to a-rive at a numerical solution for this prob-
lem is used. It has been realized as a fully implicit local one-dimensional finite-
difference scheme on an irregular grid.

The calculations of the dynamics of temperature fields and permafrost boun-
daries are discussed to evaluate this scheme for the southern permafrost region of
Eastern Siberia. The modeled results show that transects of temperature fields along
some profiles (particularly at sites with complex geological structures) contain
more information about permafrost dynamics than do ground temperature profiles
from isolated boreholes.Ae combined use of both the field temperature data along
profiles, and mathematiceal modeling, will provide a more reasonable explanation of
present permafrost structure and more accurately forecast permafrost change in the
future.

THE NUMERICAL MODEL U - temperature,
Under natural conditions the formation and dynamics of V* - freezing temperature,

permafrost take place as the result of temperaturm change at Q - latent heat per unit volume,
the earth's surface caused by the superposition of climatic C - coefficient of heat capacity,
cycles with different periods ['I'udryavzhev, 1978; Balobaev k - coefficient of heat conductivity,
ard Pavlov, 1983; Maximova and Romanovsky, 1985, T - time length of experiment,
1988; Zubakov, 1986]. The objective o0 these. studies is to Uo - initial temperatnre,
construct a mathematical model to simulate natural condi- p a p(x,y,t) - point of the domain D,
tions and to compare the results of mcdeling with single. 0(xy,t) = 0 - equation of the freezing front in its implicit
sinusoidal climatic fluctuations and superimposed form, n - unit normal,
fluctuations. p +0 - index for a function whose variable trends

The following notation is used in the analyses: tothe point on the front from the part of the
x,y - spatial coordinates, domain with greater enthz0py,
t - time, p - 0 - the case opposite to the previous,
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At = tn - tn-t - time step, where
tn+lt2 = tn + At2 - time point,
hxj = xi - xi-4 - spatial step in the direction X, 2
hyj = y- Yj.I - spatial step in the direction Y, A1 Uij [h.s(xi+l -0.5hx,iYj,

• - discrete solution at the nth time step, - h +h x,i-l
- discrete function correstvonding to the U1+1  + U ij Ui+i - U ij

n+l/2 timestep 2 .s(i --0.5hx.i,Yj,
- discrete solution at the n+l time step, 2

Cs smooth coefficient of heat rapacity, Uij+Ui-1 j Uij'Ui-1j
- smooth coefficient of heat conductivity U ]; (2)

g - geothermal gradient. 2 hxji

The model can be represented in the following form in tre A2 Uij 2 [Xs(xi+Yj+l - 0.5hy.j,
domain hyj +H yj+l

D = {0 < x < 11, 0 < Y <12, 0:5 t _.< T} Ui~j+l +Uij Ui~j+l-Uij

in the X,Y,t - space: 2 hy,j+7 - Xs(xiYj -

Oij+Ui";-1 Uij-Ui~j-1

C (Ux,y) a--= div(A(1l,x,y)VII) and (xy,t)eD, 2 ,

The boundary conditions for the first equation of system
U a U (x,y,t) • V* (1) (2) are given as t=tn+it2, and for the second as t=t,+ 1. For
U (x,y,0) = U0 (x,y), the scheme (2), the boundary conditions of the second type

are approximated with the second order of h,, hy [see, for
example, Seregina, 1989] and with the first order of AL So

auI au a the approximation order of the scheme is O (hN2 + hy2 + At).
x=0 =an x=1, " Y-12 g We used a simple iteration method for the solution of the

nonlinear discrete system at each time layer. The solution
from the previous time layer was considered to be the initial

U (x,0,t)= P(x,t), approximation of the iterative process. The program was
written in FORTRAN-IV. The program bisects the time step

U (xy,t) = V* where P (x,y,t) e 0 (xy,t), in the case of iterative divergence at each half of the ti.-.e
layer.

The results of the numerical experiments: after the divi-
x\74=((XVU)p+O- U - , V), sion of the time step, it is more economical not to use the

t - "maximum time step; the convergence of the solution of the
initial problem to the solution of the periodic problem de-

where pe4b (xy,t) = 0. pends weakly upon the initial temperature function; we
reach the periodic regime after 4-5 periods. Calculation
time depends greatly upon the upper boundary conditionIn order to solve problem (1) we need the initial qlx,t); therefore the calculation ;me in the case of a 300-

temperature Uo(xy); however, our main problem is periodic year period is several times larger than in the case of the 90-
in time, so Uo(xy) is unknown. From Meyermanov [1986], year period.
we know the solution of problem (1) with a periodic func-
tion p(x,t) art an arbitrary function Uo(x,y) tiends to the GEOLOGICAL STRUCTURE, PHYSICAL
solution of the periodic equation. PROPERTIES AND CLIMATE DYNAMICS

For a numerical solution of the problem (1), we use the This mathematical model was used for the analysis of
enthalpy method. We smooth the enthalpy function with a
first-order potyi:)mial. The advantage of this method is that Siberia. Paleogeographers determined in these regions oEter
the temperature fze!d can be found without knowing the climatic rhythms with periods of about 90 and 30 years and
position of the freezing front at a previous time laycr (as, for amplitudes with fluctuations about 2 0C and a nean tem-
example, in variational-difference method). This is espe- ampltudes w i mately o ut 2°C an r ale scially ?mpc:tant when we lave three or more fronts (as in lerature of approximately 0°C. These temperature values
our case). were used as upper boundary conditions. Lower boundaryconditions were given by the geothermal gradient of 0.01°CTo solve the smoothed differential problem in the m_1 at a depth of 400 m.
enthalpy formula we use a fully implicit local one- The geological structure of the study consists of two
dimensional finite-difference scheme (always stable): parts. The first part is a layer of alluvial sands with a 10-m

thickness and a sandstone bxv, The second part is also a
C, (xi,Yj,Uij1) (Ui11 - Ui1) = Atfl+l AI Uii 1, layer of alluvial sands, but with a 50-m thickness.
C, (xi,Yj,Uij2) (Uij2 - Uij1) = At,+ I A2 Ui.2, Thermal and physical properties of soils are indicated in

Table 1.
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imately 9 m through a period of 30-35 years. At the 90-year
Soil Content\Thermal kgl- Cthfr Q time interval, there is no permafrost for 17.5 years.
and Physical Properties W m- K-I J m-3 K-1  J m-3  Fluctuations of temperature with 300-year periods cause

perennial freezing at the 29-m depth (the frozen layer
includes 10 m of alluvial sands and 19 mi of sandstones) in

Alluvial Sands L1 2095x 3  8380x10 4  the first part of the domain. In the second part of the
1.7 1676x10 3  domain, these fluctuations of temperature cause perennial

Sandstones 3A 10j48x1 1257x104  freezing at the 15-m depth (Figure 1B).
3.6 838xl03  The freezing rate of alluvial sands is about 0.14 m yrl.

----- -.. --.-... The rate fir freezing of sandstones is approxinately 0.3 m
yrl. In the first part of the domain, the lower permafrost

-th, Cfr" heat conductivity of thawed and frozen ground, boundary is located at a depth of 29 m for 50-60 years. In
Ch, Cfr - heat capacity of thawed and frozen ground) the second part of the domain, the lower permafrost boun-

dary is located at a depth of 15 m for 75-80 years. At the
Table 1. Thermal and Physical Properties of Soil. 300-year time interval, permafrost doesn't exist for 75-80

years.
Superposition of the 90- and 300-year period temperature

CLIMATE CHANGES AND fluctuations results in a new 900-year period of temperature
PERMAFROST DYNAMICS fluctuations at the soil surface (Figure 1). During this 900-

The freeze-thaw problem was solved with three upper year period, the temperature fluctuations cause three cycles
boundary conditions, a 90-year period, a 300-year period of warming (U 0)-cooling (U 0). The durations of these
and the superposition of these fluctuations. Data analysis warming-cooling cycles are 277 years, 346 years and 277
shows the following results (Figure 1): the sinusoidal tern- years.
perature with a period of 90 years forms a layer of perma- During the first cycle (277 years), there is a time of
frost with a thickness of 9.3 m with the front in the alluvial warming at about 137 years, with two temperature maxima
layer (Figure IC). of +1.5"C and with one minimum of 0*C in the middle of

The rate of freeze-thaw is near 0.25 mn yr-1. The lower the warming period. At the cooling interval (140 years),
boundary of permafrost is located at a depth of approx- there are two temperature minima, one at the beginning of
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Vigure I. Dynamics of freezing-thawing of soils under the superposition of temperatu.e fluctuations at the earth's surface with 300- and 90-
year periods (A); under temperature flucwa'io:is with a 3003 year peri,)d (B); under fluctuation with 90-year periods (C). The' othavior of the
surface temperature is shown in the up.pe graph. The computation results are given for two parts of the dbmain: (1) permafrost in the first
part; (2) permafrost in 01- second part.; () 3hort-term permafrost; (4) tqlik, which gives discontinuous permafrost; (5) sands; (6) sandstones.
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the interval (-1.2 0C), and the other at the end (-20C). In the short-term permafrost causes an actu i, invariable Jocation of
middle of the cooling interval, there is one maximum with a permafrost cover during 30 years.
temperature not greater than 00C. After thawing of short-term permafrost, the thawing of

During the second cycle (364 years), there is a time of soils from above proceeds with a rate of about 0.1 m yr-1
warming (208 years) with three temperature maxima of during the next 35 years. It ends with the meeting of the
+0.70C, +2.00C and +0.50C, and two temperature minima upper and lower fronts. The end of thawing occurs when the
(-0.3°C and -0.6°C). At the time of cooling (138 years), maxima of the 300- and 90-year periods coincide. Twenty
there are two temperature minima (-2.00C and -0.9°C) and years after the end of thawing the short-term permafrost
one maximum (+0.3°C). with 6 m thickness is formed and exists for 60 years.

During the third cycle, there is a time of warming (137 At the end of the second cycle, the depth of freezing is
years), with two maxima (+1.8°C and +1.51C) and one min- 27-31 m for 150 years. The duration of freezing to a 27-m
imum (-0.2°C). At the time following cooling (140 years), depth is equal to 50 years; the rate of freezing is near 0.56 m
there are two minima (-1.9 0C and -1.20C) and one tern- yr-l. After that, the freezing front is actually invariable.
perature maximum (0*C). The thermar history is opposite Such a position of lower permafrost boundary is defined by
that of the first cycle, a temperature maximum of fluctuation with a 90-year

Analysis of the summary temperature curve shows that period. The surface temperature is positive for 20-30 years.
total warming occurs in the middle of the 900-year period, Talik with thickness near 1.5 m exists over the cover of per-
and this warming is caused by temperature fluctuations with mafrosL Ten years after the freezing of the talik, the lower
- 300-year period. The fluctuations with 90-year periods freezing front falls to a 31-rn depth (for 30 years).
cause a temporary lowering of the surface temperature The third cycle begins with thawing of permafrost from
below 00C. above and from below, conditioned by positive surface tein-

The formation and dynamics of permafrost caused by the perature. The rate of thawing from below is about 1.5 m
temperature fluctuations are different with respect to differ- during the 70-year period. The rate of thawing from above is
ent cycles of 900 years. As shown in Figure 1, simple stable about 0.4 m yr-1. After 70 years, the upper and lower fronts
conditions of freeze-thaw occur during the first cycle. The meet at a depth of 28 m.
maximum thickness of permafrost here is near 45 m. The During the next 70 years, the section consists of thawing
existence of permafrost is near 140 years. During the pre- soils. This is initiated by positive surtace temperature. How-
vious period of warming, thawed soils exist continuously ever, at the beginning of this time interval, short-term per-
during a 55-year period. mafrost is formed with a thickness of about 1 m and remains

Dynamics of freezing are defined by the positions of the frozen for about 20 years. This short-term permafrost is ini-
surface temperature minima. The first minimum (connected tiated by negative surface mean temperature. During the last
with temperature fluctuations with a 90-year period) caused part of the third cycle, there is permafrost for 140 years,
the rapid freezing (velocity is near 0.25 m yr-1) of alluvial with a maximum depth here of 41 m.
sands to a depth of 8 m. After that, the rate of freezing Analysis of the processes in the second part of the
reduces and the freezing layer with a thickness of 2 m arises domain (with 50 m thickness of alluvial sands) shows that
during 30 years. At that time, the surface tempeiature is near differences in the lower boundary of permafros! during time
0°C. cycles are insignificant (near 1 m). This is due to the fact

The next 90 years of cooling (coinciding with 300 years that heat for phase changes in alluvial sands is 7 times
of cooling) cause the freezing of the sandstones at a rate of greater than in sandstones. The first part of the domain (with
0.55 m yr-i. The freezing front reaches a depth of 45 m and 10-m thickness of alluvial sands), the lower boundary of
remains at this depth during the 10 years until a change of permafrost, is stable only for a short time (near 10 years).
temperature sign on the surface. The position of the upper permafrost boundary, formation

The warming, connected Nith temperature maximum of of short-term ant discontinuous permafrost is similar in the
fluctuation with a 90-year period, causes the thawing of first and second parts of the domain. Regularity of forma-
soils from the top and bottom. This is the beginning of the tion and duration of the permafrost (with respect to the
second warming-cooling cycle, upper front) are common for both geological sections at the

During 20 years at the second cycle, the thawing of per- 900-year period.
mafrost from below occurs at a rate near 0.5 m yr-1. The
lower boundary of permafrost rises from 45 to 32 m. After TWO-DIMENSIONAL
20 years, the rate of thawing sharply slows, and during the TEMPERATURE FIELD DYNAMICS
next 100 years, the front rises only 4 m. The application of a two-dimensional mathematical

As indicated in Figure 1, the thawing from above (during model also allows the characterization of the anomalies of
115 years) is complete at a depth of 3') m in the sandstone, temperature dynamics. The typical positions of isotherms
The rate of thawing is influenced iy the soil properties and correspond to a definite stage within the cycles as indicated
temperature fluctuations at the surface. During the first 20 in Figure 2. There are four stages: the first, from the begin-
years, the thawing rate of alluvial sands is near 0.3 m yr-1; ning of freezing until the time the freezing froat reaches the
the depth of thawing reaches 7.5 m. During the next 60 sandstones in the second domain; the second, until comple-
years, the thawing front actually remains stationary. At the tion of perennial freezing; the third, the time of thawing of
same time, the surface temperature falls to -0.5°C and permafrost; the fouxth, the time of warming and cooling
remains negative for almost 30 years. The short-term perma- witnout plase changes.
frost with a thickness of about 1.5 m is forming. The thaw- The torming of a one-dimensional temperature field is
ing layer with a 1',ickness of 6 m appears. The existence of typical for the first stage (see Fibre 2.1). The boundary of
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Figure 2. Isotherms in the domain, consisting of two puts: (1) at the beginning of perennial freezing (the front doesn't go out of the sand
layer); (2) at the end of freezing, when permafrost has maximuam thickness; (3) at the end of thawing; (4) at the moment of complete thawing.

two parts with different geological structures influences iso- CONCLUSION
therms insignificantly. During the second stage, there is a Temperature fluctuations with periods of 90 years do not
" step" near the boundary of the two pars. The "step" is sirm - lead to deep freezing of the ground ess then 10 in) and do

ilar to Pie shape of the freezing front (see Figure 2.2). Con- not penearat u at great depths (less then 40-50 m). Three-

figurations of temperature field and freezing front are like hundred-year fluctuations lead to greater depths of freezing"reverse projection" to "geological projection." of the ground (about 30 mn in our case).
"Dureve he pethio" stogeologicalfprosctiohawin." fSuperposition of both of these fluctuations creates a more
During the third stage, permafrost ii i u awing from above. complex distribution of the temperature field and of its

While the upper front is in alluvial sands, the temperature dynamics. Cooling periods vary in duration when perma-
field in upper thawing soils is one dimensional. Temperature frost exists; therefore, the thickness of permafrost during
fields in relic permafrost are losing gradient rapidly, while each period is also different. Maximum thickness occurs
the temperature is going to 0°C. The smoothing of pro- when the minima of both rhythms coincide. The thickness
jections in the lower front is the consequence of th:s fact. of permafrost exceeds 43 in, i.e., more than 10 in greater
During the next thawing, the upper front in the secon part than the maximum depth of freezing by the "pure" 300-year
of the domain reaches the sandstones. The velocity of :he fluctuation. Superposition of the fluctuations also leads to
front is increasing. The projection shape of the upper front is .omplex alternation of short-term permafrost and of not-
forming. This is similar to the projection during freezing. transparent taliks near the surface of the ground.

Thawing leads to partition of relic permafrost in different The modeled results show for each stage within the
geological sections. We can explain the formation of an cycles that the surface temperature change is characterized
open talik in the zone of geological projection (Figure 2.3) by a distinct feature of temperature field and location of the
by maximizing the thermal flow. At the fourth stage, all per- permafrost boundary in a domain with complex geological
mafrost thaws. At this time, the temperature field is essen- structure. This fact allows for the use of such domains to
tially two-dimensional; isothenrs have the shape of high generate temperature field data for more reasonable explana-
"step" near the contact of two geological sections. Hern. the tions of the present permafrost structure. and a more accurate
maximum of the horizontal part oi the heat flow exists (Fig- prediction of temperature field and permafrost dynamics in
ure 2.4). There are small temperature gradients in alluvial the ,'uture.
sands at the beginning of permafrost formation and at the All results of this article are impozlant for reconstruction
end of thawing. investigations in the southern part of rmafrost zone.



REFERENCES

Balobaev, V. T., and A. V. Pavlov, Dinamiika kriolitozony v Meyermanov, A. M., Zadazha Stephana, 239 pp., Nauka,
svyazi s izmeneniyami kliniata i antropogennym voz- Novosibirsk, 1986.
deystviem, V knige: Problemy geokriologii, 184-194, Moiseenko, B. D., and A. A. Samarsky, Ekonomizheskaya
Nauka, Moskva, 1983. schema skvoznogo szheta dlya mncgomemnoy zadazh i

Kovalenko, V. D., L. D. Kizim, A. M. Pashestjulc, and V. G. Stephana, Zhunal iryzhisli-telnoy matemnatiy i mna!-
Nikolaev, Issledovanie prizhin izmenzhivosii klirnata, V ematizheskoyfizik, S(5), 816-827, 1965.
knige: Agrokliimat-zheskie resursy Sibiri, 103-1 13, Izda- Rozanov, M. I., Parpmetry godizhnych kolez derevyev kak
telstvo VASCHNIL, Novosibirsk, 1987. informa-zionnaya. osnova dolgosrozhnogo prognozir-

Kudrjavzhev, V. A., Obshee merzlotovedenie, 463 pp., Izda- ovanya bioekologizheskich ressursov, V knige: Agrok-
telstvo MGU, Moskva, 1978. limatizheskie ressursy Sibiri, 80-102, Izdatelstvo

Maximova, L. N., and V. Ye. Romanovsky, A hypothesis VASCHNIL, Novosibirsk, 1987.
for the holocene permafrost evolution, 5th Internaional Seregina, N. V., Nekotorye matematizheskie modeli zadazh
Conference on Permnfrost, edited by KC. Senneset, 2-5 geokri-ologii i metody ich zhislennogo reshenya. V
August 1988, Trondheim, Norway, Vol. 1, pp. 102-106. krsige: Geokriologizlws-kie issledovanya, 48-54, Izda-

Metody reshenya kraevych i obratnych zadazh teplop- telstvo MGU, Moskva, 1989.
rovodnosti (pod redakciey A. V. Uspenskogo), 262 pp., Zubakov, V. A., Globalnye Idimatizheslde sobytya pleys-
Lzdatelstvo MGU, Moskva, 1975. tocena, 285 pp., Gidrometeoizdat, Leningrad, 1986.

Maximova, L. N., and V. Ye. R~manovsky, Kolebanya
klimata i nekotorye osobennosty razvitya flog-
oletnemetizlych porod v golocene na territorii SSSR, Geo-
kriologizheskie issledovanya, 45-57, Izdatelstvo MGU,
Moskva, 1985.

548



92-17842
AD-P00Z7 338 l@ llllitl111E1111111 00111 II 3 8H! 1111 lh l111i

Microbiological Weathering of Silicates in Permafrost

T. P. Kolchugina and S. P. Fedosove
Departnent of Geocryology, Faculty of Geology, Moscow State University, Moscow, U.S.S.R.

ABSTRACT
Microorganisms are known to degradate soils in temperate regions. Viable

microbes have been found in p&mafrost-zone soils, and it is of interest to determine
if these organisms can participate in silicate weathering in permafrost at low tem-
peratures. The degradation of oligoclase and hornblende when exposed to psych-
rophilic bacteria Aeromonas sp. at low and average temperatures was considered in
this study.

A sterile glycerine solution was added to sterilized soil samples to serve as a
source of carbon for the bacteria and to prevent the transition of the liquid phase to
a solid state. The degradation of the oligoclase at +20, +4, and -1.50 C was exam-
ined after 109 days of incubation; the degradation of the hornblende at +20, +4, and
-8"C was examined after 360 days.

The bacteria grew in all variants, except the sterile controls. The bacterial num-
ber at +20"C was 50 times more than in other non-sterile variants. The bacteria pro-
moted the release of Ca and Na from the oligoclase and did not promote the release
of Si from this mineral. The content of the Ca in the media exceeded the content of
other elements .':

Microbiological weathering of silicates in permafrost is possible even at tem-
peratures below zero, if carbon and a liquid phase are present; moreover, the levels
of mineral transformation are comparable with the levels of transformation at mod-
erate temperatures.

INTRODUCTION EXPERIMENTAL APPROACH
Microorganisms are known to be capable of degradating Mineral samples were placed in glass vessels and ster-

soils in temperate regions [Aristovskayia, 1980]. Because ilized. After the samples were sterilized, 50 ml of a sterile
viable microbes have been found in permafrost-zone soils, it glycerine solution was added to each vessel. The glycerine
is of interest to determine if these organisms can participate served as the source of carbon for the growing bacteria and
in silicate weatheringin permafrost at low temperatures. prevented the transition of the liquid phase to a solid state.
The results of this study may be of interest not only to soil The degradation of the oligoclase at +20, 44, and -1.5-C
microbiologists, but also to specialists in other areas, for was examined after 109 days of incubation; the degradation
example, civil engineering, of the hornblende at +20, +4, and -8'C was examined after

360 days. The experiments were conducted under static con-
OBJECTIVES ditions without changing the fluid growth media.

The objective of the study reported herein is to estim-.:e The number of bacteria on the solid starch-ammonia
the level of microbiological weathering of silicates at low medium were counted after incubation. Also, the pH of the
and average temperatures. Specifically, the degradation of media was determined. The mineral particles from the fluid
oligoclase and hornblende when exposed to psychrophilic phase were separated by filtration through filter paper and
bacteria Aeromonas sp. was considoi~d. M bacteria pre- the media was analyzed. The Si, Ca, and Na contents in the
viously were isolated from the Kolym lowi't frSt. media in the oligoclase were measured, and the Fe, Ca, and
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Mg contents in the hornblende were measured. The Si and Table 1 shows that the bacteria promoted the release of
Fe contents were measured using the spectrophotometric Ca and Na from the oligoclase and did not promote the
method; the Ca and Mg by' titration; and the Na by flame- release of Si from this mineral. Also, we noted that the con-
photometric method. tent of Ca in the media exceeded the content of the other

To discover the production of the complex forms of the elements.
elements (the forms of the elements that combine with bac- The concentration of Ca in the non-sterile media was
terial metabolites, for example, organic acids) and simple approximately twice that of the same index in the sterile
(non-complex) forms, the following procedure was used: media. The level of Ca release was almost the same at low
Aliquots of the filtrates were placed in platinum plates and and average temperatures, despite fewer numbers of micro-
evaporated in a waterbath, then calcined at 700*C foc four organisms at low temperatures. The solutions contained
hours. The chemical element content of the calcined, por- more simple Ca forms than complex as shown in Table 2.
tions of the media was measured and was assumed to he, the One can assume that difficulties in the bacterial metabolite
total element content. The content of elements in the initial production existed at low temperatures; the formation of
media A as equal to the content of non-complex (simple complex element forms slightly increased with the increase
forms). By deducting the quantity of the simple form3 from of temperature.
the quantity of the total content of the elements, the content The bacterial development led to the intensive release of
of the complex forms was obtained. Na from the oligoclase (Table 1). The rates were the same at

different temperatures. After the procedure of calcining at
DISCUSSION OF EXPERIMENTAL DATA 700*C, Na was not found in the media (Table 2). This fact

The bacteria grew in all variants, except the sterile con- may be tied to the high volatility of Na.
trols as shown in Table 1. The bacterial number at +20*C Quite different conformities with law were discovered for
was 50 times more than in other non-sterile variants. The pH Si. The bacterial growth led to the decrease of Si release
of the liquid media was in all cases 6.44-6.95. (total) from the oligoclase to the liquid media (Table 1)

The quantity of the chemical elemjents, which were lost by the mineral. mpies
during the experiment (total, in % from initial content, in the minerals)

Temperature Variants: microbe Microbe Oligoclase (109 days) Hornblende (360 days)
CO presence (in) Content

or sterile control (s) mln/ml SiO2  CaO Na2O Fe2O3  CaO MgO

+20 m 1.1 0.03 5.4 0.7 0.011 0.16 0.30
s 0.0 0.11 2.7 0.4 0.0 0.16 0.22

+4 in 0.02 0.03 6.0 0.7 0.029 0.08 0.28
s 0.0 0.06 2.7 0.4 0.011 0.16 0.44

-1.5 m 0.02 0.02 2.7 0.7 ...... ...
s 0.0 0.05 1.3 0.2 ...... ...

-8 m 0.01 .--- --- 0.029 0.02 0.78
s 0.0 .--- --- 0.0 0.16 0A5

Table 1. The Microbe Content in the Liquid Phase and Degradation of the Minerals.

The Content of Elements (mg)

Tempeature Variants: microbe SiO2  CaO Na2O
CO presence (m)

or sterile control (s) Total Simple Complex Total Simple Complex Simple

+20 m 0.2 0.4 0.0 2.8 1.7 1.1 0.6
s 0.7 0.3 0.3 1A 0.6 0.7 0.3

+4 m 0.2 0.1 0.1 3.1 2.2 0.9 0.6
s 0.4 0.5 0.0 1.4 1.4 0.0 0.3

-1.5 m 0.1 0.0 0.1 1.4 0.9 0.5 0.6
s 0.3 0.02 0.3 0.7 0.6 0.1 0.2

Table 1. The Formation of Simple and Complex Forms of Elements During the Experiment (Oligoclase).
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independent of the temperature. In sterile controls, the Si may suppose that the decrease of temperature is followed by
content was approximately 2-3 times that in the bacterial the mitigation of bacterial metabolite production.
variants. An evident dependence between the formation of
different Si forms, the number of bacteria, and the tem- SUMMARY AND CONCLUSION
perature does not appear in the data collected (Table 2). Microbiological weathering of silicates in piermafrost is

The bacteriological weathering of the hornblende differed possible even at temperatures below zero, if carbon and a
from that of the oligoclase. The n'icroorganisms did not pro- liquid phase are present; moreover, the levels of mineral
mote the release of Ca and Mg from the hornblende to the transformation are comparable with the levels of trans-
growth media (Table 1). At the same time, the Ca content in formation at temperate temperatures.
the liquid phase was several times less than in the oligoclase
variants. The bacteria influenced the tansition of Fe from ACKNOWLEDGMENTS
the hornblende to the media at all temperatures considered The bacteria were previously isolated by our colleagues
in the study. A. Siminova, V. Soina and E. Vorobiova, Soil Science

The levels of the bacterial degradation of these minerals Faculty, Moscow State University.
were almost the same at low and average temperatures. The The elemental analyses were performed in the Geological
character of microbiological weathering was different: while Faculty chemical laboratory by M. Yukina, S. Lebedenko,
microorganisms promote the release of Ca in the case of L. Semko and V. Kulbery.
oligoclase, they don't influence the transition of this element
from the hornblende to the media. The homblende was more REFERENCE
resistant to the microbiological weathering (as well as to the Aristovskayia, T. V., MicroorgEnisms as the component of
sterile degradation) compared with the oligoclase. Also, one biogeocenosis, p. 187, Naukl, Moscow, 1980.
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Anthropogenic Structures in the Geosystems (Landscapes) of the Permafrost Zone

V. P. Antonov-Druzhinin
Laboratory of the Geotechnical Systems of the Cold Regions, Monitoring Trust, Novy Urengoy, U.S.S.R.

ABSTRACT
Problems created by oil and gas field develophient in Arctic regions attract much

attention in the discussion of the interaction of civii and industrial buildings and
structures with permafrost.

The investigations carried out must permit the evaluation of changes in the nat-
ural environment and single out the anthropogenic component of these changes,
must ensure accident-free operation of oil and gas transport units, safety of people
and environmental control in the mineral resource production regions of !'he Arctic.

Taking the "pipeline-environment" system example, this report characterizes the
spatial-temporal stricture of the gas transport geotechnical system as a natural-
anthropogenic, physico-geographical object.

The natural subsystem of this object consists of several structures (referred to as
areas and zones). These structures are characterized by different dynamics of regen-
eration processes of anthropogenic disturbances. It is found that the most negative
ecological consequences during the development of the regions at the boundary of
tundra and forest-tundra are associated with the disturbances of pre-tundra forests.

The least perceptible ecojogical changes are typical for anthropogenic trans-
formation of bog geo-systems. The anthropogenic structures, which are formed
here, are characterized by a state most similar to the initial conditions and, often, by
an increase of biomass in the landscapes.

All these data are presented according to the author's investigations in the perma-
frost zone of Western Siberia.
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Engineering-Geological Monitoring Within the Soviet Global Change Program
(the Northern Regions of Western Siberia)

G. I. Pushko
Trust of Engineering-Geological Monitoring, Novy Urengoy, U.S.S.R.

ABSTRACT
For the purpose of investigation and control of the changes in the natural envi-

ronment of the northern regions of Western Siberia, a special service of engi-
neering-geological monitoring (IGM) was created within the system of the USSR
State Gas Concern.

The engineering-geological monitoring of geotechnical systems involves track-
ing, evaluation, analysis and prediction of ongoing changes in their geologic envi-
ronment and their negative after-effects for interacting technosphere objects. Also,
scientific and engineering substantiation of preventiv . and restorative measures and
other management decisions as well as technological provisions for their realization
are. included.

In addition to obseiving the state of the geologic environment (settling and dis-
placement of buildings, structures and communications, causes of deformation and
forecasting their further development) the main tasks of this service are the elabora-
tion of scientifically grounded rmcommendations and design concepts for pre-
vention and elimination, recultivation of damaged landscapes, development of
repair and restoration work technology and participation in performing responsible
operations. Most important of the latter are stabilization of damaged soil bases, con-
solidation of deformed foundations, curing and recultivation of damaged and pol-
luted areas of the geologic environment, recovery of water-intake wells and
industrial effluent-disposal wells.

The leading ectablishment of this service is the Trust of Engineering-Gcological
Monitoring and Research (TIGMI) in Novy Urengoy. TIGIMI maintains close con-
tacts with the USSR National Global Change Committee through the Geophysical
Committee of the USSR Academy of Sciences. The Trust activities are presented in
the first part of the Global Change Data Bank Catalogue.
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Palynological Data as Tools for Interpreting Past Climates:
Some Examples from Northern North America

P. M. Anderson
Quaternary Research Center, University of Washington, Seattle, Washington, U.SA.

ABSTRACT
Documenting past climates and their associated terrestrial ecosystems is one

means of predicting how modem landscapes may respond to changing atmospheric
composition resulting from the addition of greenhouse gases. Fossil pollen pre-
served in lake and bog sediments is an especially valuable source of paleoclimatic
information. Initially, pollen records were used only as qualitative estimates of cli-
mate change, but more recent analyses indicate they can provide accurate quan-
titative reconstructions. The floristic simplicity of tundra and boreal forest and the
coarse taxonomic resolution of northern pollen taxa were believed to seriously limit
the use of pollen for interpreting high latitude paleoclimates. However, current
studies in Alaska and Canada demonstrate that pollen data are relatively strong and
sensitive climate indicators. The status of paleoclimate reconstrucL.ons based on
pollen records from northern North America is discussed using isopoll maps,
response surfaces, analogs, and percentage diagrams.

INTRODUCTION must be inferred from proxy indicators of past climate.
Change characterizes earth's climate history as evidenced Pollen is one of the most commonly used sources of paleo-

by long-term variation, such as the glacial-interglacial climatic information, because it is abundant, closely cor-
cycles of the latest geological period, or shorter term events related with certain climate variables, and well preserved in
like El Niflo [Webb et al., 1985; Bartlein, 1988 and refer- ancient sedimentary records.
ences therein]. The current concern over global warming Palynologists over the past decade have made great
can take advantage of the records of earth's dynamic history strides :oward improving techniques for reconstructing past
to evaluate the significance of projected future conditions on climates [Webb and Bryson, 1972; Webb and McAndrews,
the landscape [Webb and Wigley, 1985]. This task is espe- 1976; Webb and Clark, 1977; Howe and Webb, 1983;
cially important in the Arctic and Subarctir" where the biota Bartlein et al., 1984, 1986; Overpeck et al., 1985; Webb et
is ver. sensitive to climate fluctuation ._ - ihere altered al., 1987; Webb and Bartlein, 1988; COHMAP, 19881.
atmosphere, ocean, and land interactions at the poles can Their methods rely on careful evaluation of modem pollen-
result in significant changes at lower latitudes [Emanuel et vegetation-climate relationships, the analysis of numerouq
al., 1985; D'Arrigo et at., 1987; Office for Interdisciplinary well-dated fossil records, and qualitative and quantiL -vc
Earth Studies, 1988]. comparisons of pollen-based paleoclimatic interpretations to

Two questions are foremost when addressing the issue of computer simulations. This paper illustrates some of these
global warming: (1) How will future climates differ from, techniques as applied to data from northern North America
today? and (2) What are reasonable expectations for and discusses the significance of this work for achieving a
responses of marine and terrestrial systems to the predicted better understanding of high latitude climate change.
changes? The first question can be answered best through
computer modeling of the earth's atmosphere, whereas the POLLEN DATA AND PALEOCLIMATE
second can make use both of computer simulations and his- INTERPRETATIONS: AN OVERVIEW
torical studies. Since instrumental weather records are short Pollen-based paleoclimate interpretations depend on two
in the North, past temperature and precipitation variations equally important components, modem and fossil studies
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(Figure 1). Modem studies establish possible limitations for
hvMO STUDs FOSMSTOD1 describing the past by delimiting how well the current pol-

Purpose: Establish modern Establish vegetaon len rain resolves vegetation patterns as influenced by
relationships o1 pollen, history regional climates, and which pollen taxa are good predictors
vegetation and climate of climate variables. Evaluation of modem pollen-

Tools: 1. Pollen, vegetation 1. Pollen diagrams vegetation-climate relationships is done with maps, scatter
Nan climate maps diagrams, and response surfaces. Fossil studies that use pol-

2. Scatterdiagnams of 2. Maps of pollen len diagrams or pollen percentage maps provide the his-
== WIAs torical context for climate reconstructions by examining

3. Resp aesof 3. A vegetation change through time.
pollen pmetetages and Combined modem and fossil pollen studies form the

Svibasis for either qualitative or quantitative paleoclimate
reconstructions. Qualitative climate histories describe broad
treads, such as conditions were warmer and wetter than

x, CI before. These interpretations primarily rely on detailed
knowledge of plant ecology and on a general understanding

Purpose: Describe qualitative or quantitative of present vegetation-climate relationships. Quantitative
limate history estimates of past climates, on the other hand, are based on

Tools: ooalm• •odels/ol ruciets statistical relationships between pollen and climate. Fossil
and modem pollen assemblages are compared numerically,

2. Response sufaces and fossl data and specific temperature or precipitation values associated
3. Climate model simulations with a modem pollen spectrum are assigned to the fossil

assemblage. These climate assignments are strongest when
Figure 1. Steps and tools used in deriving pollen-based palco- the fossil and modem data are similar, that is, when good
climatic interpretations. analogs exist. Both qualitative and quantitative reconstruc-
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Figure 2. Modem isopoll maps for .spruce (Picea), pine (Pnuts), grass (Graminea), and birh (Betula). Shaded areas on maps indicate range
limits of spruc, pie and tree bircesa. Maps from Anderson et al. [1991].
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tions can be compared to model simulations to obtain a [Bartlein et al., 19861. In such multidimensional scatter dia-
more complete understanding of the interrelationships of grams, pollen percentages are plotted as a series of gradu-
land, ocean, and atmosphere. ated dots with larger sizes indicating higher percentages

[Anderson et al., 1991] (Figure 3). These diagrams are dif-
MODERN POLLEN STUDIES ficult to read because many sites have the same or similar

The present is the key to the past and for this reason climate values, thus blurring the distinction of dot sizes.
palynologists invest much effort examining modem pollen, With the aid of computer averaging, contour lines are added
vegetation, and climate associations [Webb, 1974, 1985; to better illustrate trends in the surface. Returning to the
Birks et al., 1975; Davis and Webb, 1975; Webb and spruce example (Figure 3), its response surface not only
McAndrews, 1976; Webb et al., 1978; Delcourt et al., 1983; confirms the importance of July temperature but also clar-
Prentice, 1983, 1988]. Boreal forest and tundra are flor- ifies the role of annual precipitation. The predominance of
istically simple, but research in Alaska suggests that sig- horizontal contours indicates the dominance of July tem-
nificant regional variations characterize both plant perature as a controlling factor of the surface. A bullseye
communities and pollen data [Anderson and Brubaker, pattern in the right-central portion of the response surface,
1986]. For example, the 10% spruce (Picea) contour line or however, suggests that annual precipitation can affect
isopoll (line of equal pollen percentages) approximates the spruce abundance.
location of Alaskan treeline, whereas areas with 10-20% The above examples illustrate the need for using several
spruce pollen are open woodland, and greater than 20% types of analytical tools to fully evaluate modem pollen-
spruce pollen corresponds to closed boreal forest (Figure 2). vegetation-climate associations; pollen percentage, vegeta-
Similarly important spatial variations are evident in data tion, and climate maps assess spatial relationships, while
span-iing the North American continent [Anderson et al., scatter diagrams and response surfaces examine pollen
1991]. Pine (Pinus), for example, does not grow in northern abundances as a function of one or more climate variables.
Alaska but is a typical component of the Canadian foret The modem analyses indicate that in northern North Amer-
(Figure 2). This distribution is faithfully represented in the ica: (1) modem pollen spectra accurately portray vegetation
pine isopoll map where pine pollen is virtually absent from variation; (2) modem pollen spectra are good predictors of
Alaska but exceeds 40% in the central Canadian regions. climate; (3) pollen abundances of most major taxa are
Isopoll patterns also show surprisingly clear representations affected by the interaction of two or more climate factors;
of the di-, ibutions of multi-species genera such as birch and (4) major pollen taxa display unique response surfaces,
(Betula, Figure 2). In Alaska, areas with greater than 30% suggesting that individual species or genera will respond
birch pollen indicate the presence of paper birch (B. differently to climate change.
papyrifera), and similar percentages in the mixed conifer-
hardwood forests of eastern North America reflect the pres- FOSSIL POLLEN STUDIES
ence of paper and yellow birch (B. alleghaniensis). Inter- The percentage diagram is the most trditional and basic
mediate percentages of 10% to 20% indicate the tundra means of displaying fossil pollen dat, A typical diagram
shrub birches (B. glandulosaiB. nana). Variation within tun- from northern Alaska (Figure 4) shows three vegetation
&ra is also evident. The highest grass pollen percentages, for periods corresponding to a three-part stratigraphic sequence:
example, occur in the wet graminoid-dominated meadows an herb tundra zone dating to the full-glacial (18,000-
of the Alaskan coast (Figure 2). 14,000 B.P.), a late-glacial shrub tundra transition zone

Mapped pollen percentages can also be compared to (14,000-9000 B.P.), and a Holocene zone (9000-0 B.P.)
modem climate maps to evaluate similarities in spatial pat- containing boreal and tundra elements [Livingstone, 1955;
terns. For example, the 10% aid 20% spruce isopolls, which Brubaker et al., 1983]. This sequence suggests a simple
define the tree's transcontinental range, approximate the July northward migration of modem vegetation types following
100C isotherm (Figure 3). The relationship between spruce gradual post-glacial warming. A careful consideration of
and annual precipitation, however, is more difficult to multiple Alaskan and Canadian pollen records, however,
define. Describing pollen-climate relationships based on indicates a more complex vegetation history [Ritchie, 1984,
visual inspection of maps is quite crude. To improve coin- 1987; Anderson, 1988; Anderson et al., 1989; Anderson and
parisons, palynologists assign climate values to each mod- Brubaker, 1991].
em pollen site and plot these data in scatter diagrams Spatial variation, so characteristic of today's northern
showing pollen percentages of a single taxon as a function environments, was equally important in the past. Paleo-
of a single climate variable [Anderson et al., 1991]. In the vegetation patterns are difficult to describe when using pol-
case of spruce, the scatter diagrams suggest a good rela- len percentage diagrams alone, but combining diagrams into
tionship between high spruce pollen percentages and moder- maps easily illustrates the distributional changes of taxa
ate July temperatures, thereby verifying the trends evident in through time and space. For example, maps showing pat-
the maps (Figure 3). The ambiguous a& ociation of spruce to terns of spruce pollen distribution at different times help
annual precipitation, however, is not clarified by the scatter trace the development of the Alaskan boreal forest (Figure
diagram. 4). The 10% spruce isopoll approximates the location of

Maps and scatter diagrams are adequate for examining modem Alaskan treeline and ancient 10% contours probably
single climate variables that strongly influence vegetation, also indicate the past presence of significant spruce popula-
but plant distributions are rarely a result of such simple one- tions. The maps show the early arrival of spruce in eastern
to-one interactions. Scatter diagrams, however, can be Alaska, its rapid spread to the south-central Brooks Range, a
merged to form response surfaces that illustrate pollen vari- subsequent mid-Holocene population decline, and a final
ation as a function of two or more climate variables migration westward to its present distribution ca. 4000 B.P.
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[Anderson and Brubaker, 19911. As with the modern pollen commonly assume that the further back in time, the poorer

samples, multiple widespread sites are required before spa- the analog. Quantitative comparisons of fossil sites from

tial or temporal variation can be documented adequately. northern Alaska and northwestern Canada. however, indi-

Paleovegetational interpretations of pollen diagrams and cate this assumption is not entirely correct [Anderson et al.,

maps require palynologists to relate past plant communities 19891. The best analogs, not surprisingly, are found for Hol-

as represented by fossil pollen assemblages to those seen ocene spectra, the poorest analogs characterize the late-

today; in other words, to attempt to find modern analogs, glacial, and possible analogs of full-glacial spectra are

For many years vegetation histories were built around qual- located in Banks Island and the northern Alaskan coast

itative assessments of analogs, but quantitative comparisons (Figure 5).
am now possible in areas with large modem data sets Pollen percentage diagrams, percentage maps, and analog

[Prentice, 1980; Overpeck et al., 1985]. Qualitative analyses analysis attest to the recent development of modern boreal
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Isochrone maps are from Andersen and Brubaker [1991].

forest and tundra. These wommunities apparently did not Perrott, 1985; Kutzb~aclh andi Guetter, 1986; Barnosky et al1.,
survive intact in glacial refugia but rather are the result of 1987; COHMAP, 1988] bc~canse (1) they provide inde-
complex migrational histories of individual taxa. Consistent pendently derived poleodlimate scenarios that can be evalu-
large-scale patterns of change documented in the pollen ated with pollen-based reconstructions; (2) their results can
maps indicate that distributions of taxa through time pri- be used to form hypotheses about past climates tlhat then can
manily reflect responses to changing climates and not to be tested with fossil data; and (3) when the data and model
more local edaphic factors. Even though the climate signal agree, the model provides mechanistic explanations of cli-
[in sensu Webb et al., 1978] is strong in Northern pollen mate change n'ft obtainable through analysis of fossil data
records, analog analyses suggest the statistical validity of alone.
quantitative paleoclimate estimates will vary depending on Quantitative climate reconstructions are made possible
the time period examined, with the availability of large modern data sets [Bartlein et

aL., 1984, 1986; Webb and Bartlein, 1988]. Simply put,
PALEOCLIMATIC INTERPRETATIONS these quantitative techniques fu~t numerically compare

Pollen-based paleocfimate reconstructions can be either modem and fossil pollen assemblages and then assign paleo-
qualitative or quantitative. Qualiaive interpretations climate values to the fossil spectra based on modem pollen-.
require a detailed understanding of the ccological require- climate relationships [see Webb and Clark, 1977; Howe and
ments of indicator species represented in the pollen record. Webb, 1983; Bartlein et al., 1984; and Webb et aL., 1987 for
Through the plant's ecology, palynologists can relate more details]. Quantitative reconstructions benefit from
changes in vegetation type to general trends in past climate model simulations for the same reasons outlined for qual-
(e.g., period A is warmer and drier than period B but cooler itative data-model comparisons
and wetter than present). The arrival of paleoclimate comn- Although a large m'.xlern data set now exists for northern
puter '•imulations, however, permits a r•-w level of sop~his- North America, no transcontinental quantitative reconstruc-
ticauion [Kutzbach and Wright, 1985; Kutzbach, and Street- tions have yet been done. Several qualitative syntheses,
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Figure S. Maps showing the similarity of moder pollen spectra to a fossil pollen assemblage (from Anderson et al. [1989]). Locations of
modem samples are indicated by a shaded square and the fossil site is located with an X. The darker the square the more similar are the mod-
em and fossil pollen. The Ruppert Lake 681 B.P. map represents present conditions, Ruppert Lake 6615 B.P. mid-Holocene times, Ruppert
Lake 11,241 B.P. the late-glacial, and Joe Lake 18,676 B.P. the full-glacial.

however, are available [see Ritchie, 1987; Bamosky et al., individual fossil pollen records are inadequate to describe
1987; and Anderson and Brubaker, 1991 for details]. They such paleoenvironmental changes, and a sample grid of
indicate that strong regional responses to global climate well-dated sites is a necessity before valid paleovegetational
changes occurred over the past 18,000 years. Comparison of or paleoclimatic reconstructions can be done. Qualitative
pollen-based interpretations with model results suggests that comparisons of paleoclimates inferred from fossil data with
regional climnates were in large part controlled by seasonal computer simulations are in general agreement and suggest
variation in insolation and extent of glacial ice [Bamosky et that (1) northern high latitudes are particularly sensitive to
al., 1987]. Some of the existing uncertainty in qualitative changes in insolation and extent of glacial ice, and (2)
assessments of high latitude climate histories should be clar- within the North, regions differ in their responses to global
ified as quantitative reconstructions become available, climate change.

The few examples presented in this paper illustrate the
DISCUSSION steps required before quantitative paleoclimatic estimates

Quantitative estimates of past temperature and/or pre- can be attempted. The collection and analysis of modem and
cipitation are currently lacking for northern North America, fossil data are time consuming, but thorough analyses of
but results of previous palynological research provide these data provide the needed foundation for interpreting
important insights into the general nature of high latitude past climate change. This foundation is particularly strong
vegetation response to climate change. This work indicates a for northern North America because (1) clear modem pol-
complex vegetation history for even such simple biomes as len-climate relationships are now well documented; (2) a
the boreal forest and tundra and suggests an equally com- vegetation history is well defined based on a sufficient num-
plex climate history. Modem northern communities did not ber of carefully analyzed fossil sites; and (3) the presence or
move intact from glacial refugia to their present locations, absence of good modem analogs, and thus the potential for
but rather boreal and arctic taxa responded indi- accurate climate reconstructions, is established for the past
vidualistically to climate variations. Thus the composition 18,000 years. The understanding of land-atmosphere inter-
and distribution of today's communities are relatively recent actions provided by these modern and fossil pollen studies
occurrences and from a geological perspective can be will only improve as quantitative paleoclimate estimates are
viewed as ephemeral [Watts, 1973]. Isolated transects or completed and model simulations improve. Enough infor-
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mation, however, is available to suggest that the lessons Ritchie, who have been invaluable colleagues in exploring
from the past should be kept in mind when planning for the the late Quaternary history of northern North America.
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ABSTRACT
Tree-ring data provide critical information regarding two fundamental questions

as to the role of the polar regions in global change: (1) what is the nature of climatic
variability? and (2) what is the response of vegetation to climatic variability? Tree-
ring-based climatic reconstructions document the variability of the climate system
on time scales of years to centuries. Dendroclimatic reconstructions indicate that
the climatic episodes defined on the basis of documentary evidence in western
Europe (i.e., "Medieval Warm Episode," ca. A.D. 1000-1300; "Little Ice Age," ca.
A.D. 1550-1850) can be observed at some high-latitude sites (ex., Polar Urals).
Spatial variation in long-term temperature trends (ex., northern Fennoscandia vs.
Polar Urals) demonstrates the importance of regional-scale climatic controls. When
collated into global networks, proxy-based climatic reconstructions can be used to
test hypotheses as to the relative importance of external forcing vs. internal vari-
ation in governing climatic variation. Specifically, such a global network would
allow the quantification of the climatic response to various permutations of factors
thought to be important in governing decadal- to centennial-scale climatic variation
(i.e., solar insolation, volcanic activity, trace gas concentrations)..,w

Tree populations respond to annual- to centennial-scale"climatic variation
through changes in rates of growth, establishment, and mortality. Tree-ring studies
that document multiple aspects of high-latitude treeline dynamics (i.e., the timing of
tree establishment, mortality, and changes from krummholz to upright growth) indi-
cate a complex interaction between growth form, population processes, and en-
vironmental variability. Such interactions result in varying sensitivities of high-
latitude trees to climatic change.

INTRODUCTION To address these questions, quantitative information on cfi-
A number of fundamental questions arise when the sei. matic forcing and system response can be extracted from

entific community is asked to address the prospects for, and natural archives of many types including tree-fingi, ice
consequences of, major environmental change due to the cores, marine and terrestrial sediments, corals, and paleosols
accumulation of trace gases in the atmosphere [IGBP, [Bradley, 1990]. On time scales of decades to centuries.
1990]. Questions directed towards identifying the dominant tree-ring data are particularly valuable because they provide
procesQsetions governineclatic t ariiidetiyiand thedos m records of seasonal to annual climatic variation and informa-processes governing climatic variabily and ecosystem tion regarding the response of vegetation to climatic vari-
response include: (1) what is the natural variability of the atlon, In high-latitude environments tree-ring-bed studies
climate system?, (2) what is the relative importance of exter. of environmental change are especially critical due to the
nal forcings vs. internal oscillations of the atmosphere.- paucity of long-term climate or vegetatio recrd and the
ocean system in governing climatic variation?, and (3) what projected sensitivity of high-latitude climates to C02-
is the effect of climatic variation on ecosystem dynamics? induced warming.
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Figure 1. Northern Hemisphere a•nual temperature reconstruction (solid line) for 1671-1973 based on tree-ring dam from North American
treeline sites. Instrum•-al emperature data for 1974-1989 shown as dashed line Temperatures departures a•e from the 1951-1980 mean.
Figure modified from Jacoby and D'Arrigo [1989].

a
2 2

0 0

2500 600 700 800 900 2

2 2

1 1

00

-3000 1100 1200 1300 1400 150-2
22

1 1I 

~ I 
1I

'-2
-3500 16"00 1700 1800 1900 2000

Figure 2. Reconstructed northern Feinoscandian temperatre an;omalies for summer (April-August mean) based on ring width and maxi-
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low pass filter, are also shown after 1876. Figure from Briffa et al. [1990].

566



In this paper I review selected tree-ring-based studies
that explore the ramifications of past environmental vari-
ability for our understanding of global chainge in high lati- 0.0.
tudes. The papers reviewed here represent diverse - - 11.5
approaches to two fundamental questions: (1) What is the -0.2
nature of climatic variability at high latitudes? and (2) What -0.4 A. -11.0
is the response of high-latitude trees to climatic variability? -0.6 -1.

WHAT IS THE NATURE OF CLIMATIC -0.8- -10.5
VARIABILITY AT HIGH LATITUDES?

In genexul. summer temperature is the climatic variable -1.0
most limiting to tree growth at high latitudes and thus has -1.2 AF 10.0
been the variable most frequently reconstructed from tree- 1000 1300 1600 1900
rings. Reconstructions of summer temperatures based on
tree-ring data are available for central Alaska and north-western Canada [Garfmkel and Brubaker, 1980; Jacoby el Figure 3. Twenty-year averages of reconstructed June-July tern-

wsrr 1988, 1 , e peratures in the Polar Urals based on ring-width data from Siberian
al., 1985], northern Feunoscandia [Briffa et al., 1988, 1990, larch (modified from Graybill and Shiyatov [19921).
the polar Urals [Graybill and Shiyawov, 19921, and the
Northern Hemisphere annual temperature series [Jacoby and to reconstruct "summer" (April-August) temperature for
D'Arrigo, 1989]. northern Fennoscandia back to A( D. 443 (Figure 2). Sir-The reconstruction of Northern Hemisphere annual tern- nrhr ensadabc oA) 4 Fgr ) i
peratu-e by Jacoby and D'Arrigo [1989] is particularly rele- ilarly, Graybill and Shiyatov [19921 used ring widths of liv-
vat by Jao by c andterizin g climatic v ari icularly b eause- ing and remnant Siberian larch (Larix sibirica) collected invant to characterizing climatic variability because it the Polar Urals to reconstruct "sumnmer" (June-July) tem-

represents a reconstruction of a hemispheric-scale temper- peraPore back to ArD. 961 (Figure 3).
ature series. Jacoby and D'Arrigo reconstructed Northern p ureb to mp91(iure 3).
Hemisphere surface temperatures based on ring-width data scandia and the Polar Urals exhibit two distinct pattens of
collcted at 11 high-latitude sites spanning over 90 degrees long-term temperature variation. The reconstruction of sum-
of longitude from Alaska to eastern Canada. Ile resulting mer temperatures for Fenoscandia exhibits alternating peri-
temperature reconstruction (Figure 1) allows qualitative ods of warm and cool conditions that persist for several
inferences about the importance of external forcings (i.e., decades at time. No evidence is found for the climatic epi-
volcanic activity, changes in solar insolation, and increasing sodes defined in Europe on the basis of documentary his-
atmospheric COW) in governing Northern Hemisphere stir- torical evidence. Specifically, their reconstruction does not
face temperature variation. Jacoby and D'Arrigo conclude indicate a period of warmth from A.D. 1000-1300
that the warming trend of the 20th century has exceeded the ("Medieval Warm Epoch") or a period of cold conditions
natural variability of the climate system over the past 300+ from A.D. 1550-1850 ("Little Ice Age"). In contrast, the
years. This observation lends support to the contention that reconstruction of summer temperatures for the Polar Urals
recent trends in the Northern Hemisphere temperature series shows low frequency variation coincident with the European
reflect forcing by increasing trace gas concentrations. historical records with temperatures equalling or exceeding
Jacoby and D'Anigo also note the coincidence of a cool epi- modem values from A.D. 1100-1300 and temperatures
sode from 1671 to the early 1700s with the later part of the declining to low values during the early 1600s and late
Maunder "sunspot" minimum. Similarly, a pronounced cool 1800s. The temperature patterns are corroborated by evi-
period in the early 1800s corresponds to the timing of the deunce that treeline rose by 100-120 m during the Medieval
major volcanic eruption of Tambora in 1815 and a period of Warm Epoch and declined to modern levels during the mid-
lowered sunspot activity from 1795-1825. The qualitative 1600s.
comparison of the timing of specific forcing functions and Several factors explain the discrepancy between these
the temperature series represents a mode of analysis that two reconstructions. Regional-scale climatic controls are
offers great potential for unraveling the relative importance quite different between the two regions with the climate of
of different climatic forcings. The integration of their results Fennoscandia heavily influenced by oceanic heat transport
with other climatic proxy data for specific times in the past from lower latitudes while the climate of the Polar Urals
when external climatic forcing is particularly strong should reflects a more continental location. Such factors may be
yield new insights into the response of the climate system to responsible for regional differences in century-scale climatic
such external perturbations. fluctuations. Additionally, the different frequency character-

While the reconstruction of Northern Hemisphere annual istics of the two series may be attributed to the varying
temperature is important because it represents a spatially approaches taken to remove the low-frequency variation in
integrated measure of global climatic change, regional the ring-width data thought to represent non-climatic influ-
reconstructions are also valuable for their information on the ences (i.e., tree ageing, forest stand dynamics). The raw
spatial variability of long-term climatic trends. Two rvcently tree-ring data underlying the Fennoscandia reconstruction
published reconstructions of high-latitude summer tem- were standardized by methods that remove a large portion of
perature illustrate the spatial variability seen in long-term the variance at periods of 200 years or greater and therefore
tempexature trends. Briffa et al. [1990] used ring-widths and low frequency trends would be removed in this process. The
maximum latewood densities of living and remnant Scots data used in reconstructing Polar Urals temperature were
pine (Pinus sylvestris) from a single site in northern Sweden standardized using methods that conserve more low fre-
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quency variation and the resulting reconstruction reflects snow accumulation. At protected sites, upright trees catch
this more conservative approach. Standardization methods drifting snow and accumulated snow protects buds and fol-
heavily influence the frequency domain characteristics of iage from abrasion and desiccation during severe winter
the resulting reconstructions and further attention needs to conditions. In such environments sexual reproduction is
be directed towards maintaining the low frequency fidelity more likely to be successful providing a regular supply of
of tree-ring and other proxy-based reconstructions. propagules to accelerate population expansion in times of

relative warmth. In contrast, at exposed sites prostrate low
WHAT IS THE RESPONSE OF HIGH LATITUDE krummholz are unable to control the snow drift environ-

TREES TO CLIMATIC VARIABILITY? ment, suffer damage when stems are exposed above the
High-latitude trees respond to climatic variation on snow--air interface, and rarely reproduce sexually. At such

annual time scales through variation in radial growth rates sites, population responses lag behind climatic forcing and
and on decadal and longer time scales through phenotypic the vegetation is resilient to climatic change. Ecological fac-
changes (i.e., krummholz vs. normal growth) and population tors thus complicate the interpretation of the history of tree
expansions and contractions. Such changes can be quan- morphologic changes in climate terms.
tified using dendrochronologic techniques and these data On longer time scales trees respond to changing climate
provide a critical long-term perspective on the nature of eco- through population expansions and contractions resulting in
system response to climatic variation as well as quantitative changes in altitudinal or atitudinal treeline and/or changes
information that can be used to develop and test models of in tree density. Dendrochronologically determined age
forest response to global change [Graumlich, 19891. structures (i.e., dates of tree establisbment) and mortality

The effects of climate on annual variation in radial patterns allow the reconstruction of population dynamics
growth of white spruce (Picea glauca) growing at or near back in time. Many investigators have found vigorous tree
treeline in the Brooks Range of Alaska were analyzed using regeneration at arctic treeline sites during the 20th century
14 tree-ring chronologies [Garfmkel and Brubaker, 1980]. that has been attributed to recent warming trends [Kuflman
White spruce responds positively to current summer and 1983; Payette and Fillion, 1985]. Population responses to
previous autumn temperatures, a finding that is consistent climatic variation exhibit complex spatial and temporal var-
with other studies at northern treeline sites [Jacoby, 1982]. iability that has been related to such factors as snow accu-
In addition, at many of the sites, growth is positively cor- mulation [Payette and Fillion, 1985], fire [Payette and
related with summer precipitation, implying that internal Gagnon 1979; Payette and Fillion, 1985], sexual vs. vegeta-
water stress may limit photosynthesis when temperatures are tive modes of reproduction [Payette and Gagnon, 1979;
high. Ecophysiological studies conducted on trees at the Kullman, 1983]. and other life history traits [Kuliman,
study site indicated that stomatal conductance decreases 1983]. These factors can interact to cause a wide variation in
sharply at vapo pressure deficits similar to those commonly the nature of and rates of population response to climatic
experienced in the field during the growing season [Gold- change.
stein, 1981]. Precipitation during the growing season thus Finally, while most tree-ring studies of vegetation
favors growth by reducing vapor pressure deficits and ensur- response to climate are concerned with effects on indi-
ing ample soil moisture. These findings imply that any pre- viduals or populations, tree-ring data can potentially provide
dictions of increasing white spruce growth rates due to important data on rates of CO2 uptake at the biome level.
rising temperatures associated with global warming must D'Arrigo et al. [1987] demonstrated that annual variation in
take into account local moisture conditions. tree growth in the North American boreal forest is correlated

In addition to changes in radial growth rates, climatic with CO2 drawdown at Point Barrow, AK for the period
change at high latitudes can result in changes in the growth 1971-1982. D'Arrigo and coworkers speculate that the
form of trees from krummholz to monopodial trees with recent increases in the amplitude of the seasonal C0 2 cycle
normal stems. Such phenotypic plasticity has important may be caused, in part, by seasonally enhanced growth of
implications for population dynamics at treeline: while sex- the boreal forest. Thus climatically induced changes in com-
ual reproduction can occur regularly in trees, krummholz are position, structure and productivity of high-latitude northern
often unable to produce a large number of cones and viable forests have important implications for of the atmosphere-
seeds. Payette et al. [1989] demonstrated that the ability of biosphere exchange of CO2 [Gammon et al., 1985]. Con-
black spruce populations to respond to climatic change may tinued research efforts directed towards understanding the
depend on growth form at time of climatic change. Payette interaction of climate and vegetation processes at scales
and coworkers dated changes in growth form and elevation ranging from individuals to entire ecosystems will be
of the snow-air interface recorded by subfossil black spruce enhanced by the long-term perspective afforded by tree-
at a treeline site in northern Quebec. Three periods of con- ring-based studies.
trasting growth forms were interpreted in terms of climatic
forcing: high krummholz (<2 m high) reflected cool condi- CONCLUSIONS
tions from A.D. 1305-1435, trees and high krummholz I:endroclimatic data will continue to be an important
reflected warm conditions from A.D. 1435-1570, and low source of information )n global environmental change by
krummholz (<50 cm high) reflected cold conditions from elucidating the nature of past climatic variation as well as
A.D. 1570 to the present. The strong interaction between vegetation response. In order to unravel the separate effects
phenotype, population processes, and environmental change of varicus external forcings on global climate, the develop-
is well illustrated by these results. The sensitivity of black meat of netwcks of multiple proxy climatic data need to be
spruce populations to climatic change is strongly affected by developed [IGBP, 1990]. Towards that end, the global coy-
positive feedbacks mediated through vegetative control of erage of climatically sensitive tree-ring chronologies should
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be extended especially in areas where observational data are must be inferred from indirect sources such as tree-ring-
of short duration or where the climatic. system is thought to based records of growth variation and population dynamics.
be particularly sensitive to external forcing. High-latitude In particular, further study of the factors that govern the sen-
regions fit both criteria and should thus be given high prior- sitivity or relative resilience of vegetation to climatic change
ity in future dendroclimatic research. Similarly, given the needs to be given high priority if we are to adequately antic-
long life spans of trees, our knowledge of the complex inter- ipate the ecological consequences of C0 2-induced climatic
action of climate and arboreal vegetation at high latitudes change.
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Z oABSTRACT
Ice cores from Greenland and Antarctica provide multiple proxy records of cli-

matic and environmental parameters. They reveal the anthropogenic impact on aer-
osol concentrations in Greenland snow (i.e., S04 and NO3) and on atmospheric
greenhouse gases. For example, increases over the last 200 years are about 25% for
CO2, 8% for N202 and about 200% for CH4. Over the last climatic cycle (i.e., -150
Kyr) the glacial-interglacial surface temperature change may be -100C, with glacial
stages generally associated with lower snow accumulation and higher concentra-
tions of marine and continental aerosols reflecting enlarged source areas and
increased atmospheric transport. Greenland ice has recorded rapid changes of cli-
mate during the last ice age and deglaciation. The 5180 or SD reccrds from the
Vostok ice core (Antarctica) strongly suggest the role of insolation orbital forcing,
as well as a close relation between temperature and greenhouse gas concentrations.
C02 and CH4 concentrations increase by about 40% and 100% during glacial-
interglacial transitions, respectively. It appears likely that fluctuating greenhouse
gas concentrations have had a significant role in the glacial-interglacial climate
changes by amplifying, together with the growth and decay of the Northern Hemi-
sphere ice sheets, the orbital forcing.,9fimate sensitivity to greenhouse forcing esti-
mated from paleo-ice core data is cosistent with GCM simulations giving a 3-4*C
warming for a future doubled atmospheric CO2.

THE ICE CORE RECORD linear isotope-temperature relationship is generally con-
Paleo reconstructions are now recognized as an important sidered valid for both polar ice sheets [Lorius and Merlivat,

element in climatic and environmental studies because they 1977; Johnsen et al., 1989]. The validity of using the present
(a) allow assessment of the degree of natural variability and observed relationship for paleotemperature reconstruction isplace current observed changes in a broader perspective; (b) supported by various evidence including atmospheric iso-assist in understanding causes and mechanisms of change; tope models. Although there is no doubt that the concentra-
and (c) contribute to validating models by the comparison of tion of aerosol species in the air is reflected in snow deposits
output with empirical data sets. at the site, quantitative estimations of their atmospheric con-

Although we cannot expect to find in nature an ideal centration suffers from an incomplete understanding of therecord, ice is a rather close approximation, as summarized in deposition processes, such as the relative contribution of
Table 1. "wet" and "dry" processes. In contrast, relating gas concen-

Paleotemperature reconstruction is based on the present trations obtained from ice-core bubbles to the atmospheric
correlations between the ratios of 2H (D) and 1H and of 18O value is quite straightforward in samples which do no! co,.-
and 160 in the snow and the temperature conditions both tain melt layers.
above the inversion layer, where the precipitation is formed,
and at the surface. These are correlated via the fractionation TIME SCALES
processes that occur in the atmospheric water cycle and, For the upper part of the ice sheets the accuracy of the
although these processes depend on several parameters, a chronology can be very high. Annual layers can be counted
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tions of the ice flow can make the derived chrlnology, as
Atmosphere Ice core well as the site of origin of the ice, c..lreliable. In general,

inland regions of the thick ice sheets have the best prospects

Temperature D/H, 180/160 for reliable long-term chronologies in particular when accu-

Precipitation D/H, 180/160, 10Be mulation changes with time can be taken into account.

Humidity D/H, 180/160 CURRENT CHANGES:
Aerosols THE ANTHROPOGENIC IMPACT
*natural (continents, Chemicals Possibly because of the unfavorable signal to noise ratio,
sea, volcanoes, biosphere (Al, Ca, Na, H, SO 4 --, NO3 -) no clear indication of possible current climatic warming
-man-made SO4 --, No 3-, Pb, radioactive trend has been obtained from shallow ice cores. However,

Circulation m - adocles besides providing a reconstruction of significant volcanic

Gases: natural and man-made 02, N2 , C02 , CH4, N2 0 events [Hammer et al., 1985; Legrand and Delmas, 1987]
over the last centuries and of radioactive fallout from
nuclear tests over the last decades, snow and ice layers have

Table 1. Climatic and Environmental Information and Corre- recorded atmospheric changes which are of importance for
sponding Ice Core Signal. [Lorius, 1989] climatic changes.

With regard to aerosols, enhancement in nitrates and sul-

from seasonal variations of parameters such as visual s- fates in the Arctic during the past 200 years broadly follows

tigraphy, physical properties, isotopic composition, electri- the known inventory of anthropogenic emissions. Changes
cal conductivity, chemicals, etc. The age range over which in N03- were not clearly detectable before the 1950swhereas SO4- has increased progressively during the last
such variations can be identified varies with factors such as cery a tively h is a grees with the kw st

accumulation rate, ice thickness and ice flow, but at great century. Qualitatively this agrees wit th e known shift of
depth they become indiscernible. fuel usage from coal to oil and to the rapid growth of auto-

Prominent features found in ice cores can be used as ref- mobile emissions of NO3- since the 1950s.
erence horizons providing ages when causal events can be Particularly important are findings from Greenland ice

documented, i.e., radioactive fallout from nuclear tests over cores of a marked enhancement in SO4- and NO3- deposi-

the last three decades, ash or aerosol deposits from vol- tions [Neftel et al, 1985a; Mayewski et al., 1990, and Fig-

canoes [Hammer et at., 1985; Legrand and Delmas, 19871. ure 1] by factors of 3-4 and almost 2 respectively, that have

More generally, large-scale atmospheric events can be used been detected since te beginning of the industrial era. Such

for relative intercomparison between ice cores [Jouzel et al., trends do not appear in antarctic records in agreement with

1989] or with other paleodata such as those from sea sedi- the concentration of industrial activities in Northern con-

ments [Petit et al, 1990]. Many of these other records have tinental areas and the limitation of interhemispheric atmos-

been independently dated, in particular through the use of pheric transport for those species with relatively small

radioactive isotopes. Although tk'. e are promising possibil- atmospheric residence times. Recent secular changes of the

ities for obtaining absolute ages for ice core records from key greenhouse gases CO2, CH4 and N20 have been pre-

radioactive and other dating techniques, long time scales cisely documented from polar ice cores. The increases are

have been based so far on numerical modeling of the age schematically shown in Figure 2. Ice core analysis shows

distribution through ice sheets by ice dynamics [Reeh, that the preindustrial concentration of atmospheric CO2 % ias

19891. The characteristics of the present ice sheet (surface about 280 ppmv in the 18th century and increased to 300

and bedrock topography, accumulation, temperature, ice (around 1920) and then to about 320 ppmv in early 1960

velocity and viscosity) can be used to compute such an age [Neftel et al., 1985b] mainly as a result of fossil fuel use and

distribution using steady state models [Budd and Young, deforestation. At sites whose pore close-off occurs rapidly,
1983]. The accuracy of the method depends on a number of the ice core data may be linked with current monitored val-

factors. For the upper part of the ice sheets the accuracy can ues which now exceed 350 ppmv. Ice core information has

be very high, but for regions near the bed rock complica- been of crucial importance in documenting current changes
before direct atmospheric measurements, which started only
about 30 years ago regarding CO2 and about 10 years ago

10 ............ i regarding the other gases, by providing natural reference
._o base lines and variabilities.

.80 2- -. For instance, measurements made on ice cores suggest

S S 4 fluctuations of around 10 ppmv in preindustrial periods
[Raynaud and Bamola, 1985; Siegenthaler and Oeschger,0 .• 1987]. A detailed assessment of ý.ach variations is poten-

40  tially of great value for a better understanding of the CO2

"cU 20 3 cycle and its sensitivity to minor climatic changes. At
So ........ ..... information on the concentrations and trends of methane

1890 1910 1930 1950 1970 1990Years before the middle of this century [Stauffer et al., 1985; Pear-
man et al., 1986; Khalil and Rasmussen, 1987]. The ice

Figure 1. Sulfate and nimre concentrations (in ng g-1) in Green- record is quite complete up to around 1000 years B.P., indi-
land snow over the last century [from Neftel et al., 1985a]. cating that methane concentrations were about 700 ppbv
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air bubbles Left: 8180 in lime sediments in the Swiss Lake Gerzen

> 310 , 1 V I I I I I - [from Dansgaard and Oeschger, 1989].

. 300 Mosley-Thompson, 1981; Palais and Legrand, 1985; De
Angelis et a;., 1987]. Although part of the observed vari-
ations may be connected with a lower snow accumulation

8290 (by -50 %) during the LGM, they have been interpreted as
0
o mainly resulting from global environmental changes:
O 280 - , , ,1, ,, strengthened sources and meridional transport linked to
z 1750 1800 1850 1900 1950 2000 higher wind speeds (likely induced by stronger temperature

Years gradients with latitude), more extensive ard areas over the
Figure 2. Concentrations of CO2 [from Siegenthaler and Oeschger, surrounding continents, and greater exposure of continental
197], CH4 [from Khalil and Rasmussen. 1987] and N20 [from shelves due to a lower sea level [Petit et al., 1981].
Khail and Rasmussen. 1988] over the last two centuries, based on In Greenland the 8180 isotopic shift associated with
ice core and insmental data. deglaciation is larger in the Camp century [Johnsen et al.,

1972] record than in Dye 3 [Dansgaard et al., 19821, sug-

200 years ago while current atmospheric values are above gesting temperature changes of respectively 16 and II°C.
1600 ppbv. There has been considerable discussion as to the Possible explanations for such a discrepancy refer to a lat-
probable cause of this increase which may possibly be itude or ice thickening effect. LGM ice is also characterized
explained by more or less equivalent contributions from by higher impurities content [Hammer et al., 19851.
human and natural origins. A striking feature of the Greenland records is the evi-

Although to a smaller extent, the anthropogenic impact is dence of rapid climatic changes. During deglaciation the so-
also affecting N20 concentrations. Ice core data indicate called Bolling-Allero -Younger Dryas oscillation (Figure
that the preindustrial concentrations were around 285 ppbv 3) which is reasonabil well dated in the Dye 3 ice core
compared to present levels of about 310 ppbv [Khalil and depicts a mean temperature increase in Greenland of about
Rasmussen, 19881. 7*C over a time period on the order of only 50 years, around

10,700 years B.P. [Dansgaard and Oeschger, 1989]. The
THE LAST ICE AGE accumulation rate increased approximately 60%, judging

Three deep ice cores reaching back to the Last Glacial from the rapid increase in annual layer thickness, and con-
Maximum (LGM, 18 Kyr B.P.) have been drilled in Ant- centrations of chemical components in the ice changed dras-
arctica (Byrd, Dome C and Vostok) and two in Greenland tically, including CO2 concentrations. This event is believed
(Camup Century and Dye 3). to have originated in the North Atlantic area. The type of

The antarctic isotopic records [Johnsen et al., 1972; Lor- rapid climatic change illustrated by the Bolling-Allerod-
ins et al., 1979; Jouzel et al., 19871 are well correlated over Younger Dryas oscillation is not unique. It appears to be the
the last 65 Kyr [Jouzel et al., 1989] with a surface tem- last of a series of events observed throughout the glaciation.
perature change of about 90C associated with the last degla- During periods around 30 and 40 ky B.P., 5180 variations
ciation; the slightly cooler event observed during this suggest temperature changes of about 5-6 0C within about a
transition may eventually correspond to the Younger Dryas century or less [Dansgaard and Oeschger, 1989].
episode recorded in the Greenland ice. Ice deposited during Over these time intervals the 8 temperatures are in phase
the LGM contains much more impurities than Holocene ice; with dust concentration [Hammer et al., 1985] with higher
the LGM/Holocene ratios may be as high as 30 for con- values during cold conditions. These changes also corre-
tinental dust and around 5 for marine salts [Thompson and spond to C02 variations [Stauffer et al., 1984] with low val-
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Figure 4. Variation ova the I= interglacial-glacial climatic cycle Figure . Tine series of the Vostok ice core record along with the
as derived from measwereents along the 2083-m Vostok ice core climatic forcings used in the multivariate aalysis: (a) atmospheric
of (a) the atmospheric C0 2 concentration [from Bamola et aL, temperate damge, Ta. in *C, observed and reconstructed (dotted
1987]; (b) the atmospheric tenmperatue change over Antarctica line) from forcing factors; (b) direct greenhouse radiative forcing
[from Jo"-p, et• al., 19871; ,aid (c) the CM4 atnospheric concentra- accounting for C02 nt M4 variations, Te, in CC; (c) 61"0 SPEC-
tion [from Chappella et al., 1990]. For CO2 and CM4 the envelope MAP record taker as a proxy of ice volume charge [normalized
shown has been plotted by taking into account the different uncer- value from Martinson et al- 1987]. The lowest part of the record
tainty sources whereas the temperature record is a smoothed curve, has been redated to be in phase with the Vostok temperature
The temperature scale is given for the surface (right and tilted) and record; (d) dust concentration expressed in volume [from Petit et
above the atmospheric inversion layer (left). aL, 1990]; and (e) percentage change in yearly mean insolation at

the Vostok latitude (78°$) [from Berger, 1978).

ues in the range of 180-200 ppmv for periods of cold cli-
mate and higher values in the range of 240-260 ppmv for the minima. A spectral analysis shows that besides the -100
mild clinatic conditions. So far these abrupt environmental kyr oscillation there are periodicities of 40 and 20 kyr which
events have not been depicted ir the records from confirm the astronomical (Milankovitch) theory of ice ages.
Antarctica. The accumulation, estimated both from the isotopic com-

position of the ice and 1OBe concentrations [Raisbeck et al.,
THE LAST CLIMATIC CYCLE 1987] is clearly related to temperature changes with values

The Vostok ice core from Antarctica provides an environ- reduced to about 50% during full glacials. Glacial stage con-
mental record, essentially undisturbed by ice flow condi- ditions are also characterized by larger continental and
tions, which covers the entire last glacial-interglacial cycle, marine aerosols [Legrand et al., 1988]. In contrast there is
The surface temperature record [Jouzel et al., 1987] and Fig- no relationship between acidity and the temperature record,
ures 4 and 5 show the existence of two interglacials and indicating that there is no long-term correlation between
extend back to the previous ice age. The peak of the pre- volcanism and climate. Initial studies of the air trapped in
vious interglacial is significantly warmer (about 2C) than polar ice cares revealed that atmospheric concentrations in
the Holocene period. Conditions equivalent to those pre- CO2 and CH4 were lower during the LGM than during the
vailing during the LGM were encountered only at the end of Holocene [Delmas et al., 1980; Neftel et al., 1982; Stauffer
the penultimate glacial, around 150 ky B.P. The last degla- et al., 1988]. The Vostok record shows that CO2 concentra-
ciation is clearly a two-step process with two warming peri- tions [Barnola et al., 1987 and Figure 4] exhibit two very
ods interrupted by a 20C temperature reversal lasting about large changes between levels centered around 190-200 and
1 ky. The last glacial period is characterized by three well- 270-280 ppmv. They correspond to the transition between
marked temperature minima (with the one occurring around full-glacial conditions (low CO2) of the last and penultimate
110 ky B.P. about 20C warmer than full glacial conditions) glaciations and the two major warm periods (high CO2) of
separated by two interstadials respectively 4 and 6°C above the record, the Holocene and the previous interglacial. The
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high level is comparable with preindustrial CO2 concentra- been found to play a minor role. Only both the Northern
tion. The CI 4 profile [Chapellaz et al., 1990 and Figure 4] Hemisphere orbital forcing represented by the 818O marine
shows strong variations of past concentrations in the 350- record, a proxy of the Northern Hemisphere ice volume, and
650 ppbv range. These variations are well correlated with the greenhouse forcing, represented by the radiative forcing
climate change, the low and high values being characteristic linked with CO2 and CH4 concentration change, appear to
of full glacial and interglacial conditions, respectively. have had a similar and major contribution. From these

results - 50 ± 10% is a reasonable estimate for the contribu-ICE CORES AND THE GREENHOUSE EFFECT tion of greenhouse gases to glacial-interglacial climatic
Ice core data are unique as they provide access to both change [Lorius et al., 19901. This is in agreement with Gen-

climatic histories and clues regarding climatic forcings; in eral Circulation Model simulations for the LGM [Broccoli
particular they have suggested a close association of tern- and Manabe, 1987; Rind et al., 1989] which indicate that
perature changes with astronomical forcing and with green- greenhoun.• gases could have contributed to about 20C of the
house gas concentrations. However the orbital forcing is 4-5*C change on a global average. These orbital and green-
relatively weak when considered on an annual globally aver- house contributions are expece,- to include slow and fast
aged basis; the amplification of this forcing, the observed feedback respectively. The radiative greenhouse forcing
dominant 100 kyr cycle in the paleo records, the syn- associated with glacial-interglacial changes is -2 W m-2
chronized termination of the main glaciations, and their sim- which implies a temperature change of 0.70C without feed-
ilar amplitude in the Nonhern and Southern Hemispheres back; the total effect of 20C leads to an amplification factor
are not easily explained despite developments including the of -3 which represents fast feedback effects [Lorius et al.,
non-linear response of ice sheets to seasonal orbital fore- 1990]. The sensitivity of climate to future greenhouse forc-
ings. It has been recently proposed [Lorius et al., 1988] that ing is of cu t c and to expereents for -
the observed changes in CO2 and CH4 have played a sig- ing is of current concem and GCM experiments for tem-
nificant part in the glacial-interglacial climate changes by perature changes resulting from a doubled 0'02,
amplifying, together with the growth and decay of the corresponding to a radiative forcing of 4 W m-2, yield equi-
Northern Hemisphere ice sheets, the orbital forcing. A mul- librium warmings between 1.9 and 5.20C and amplification
tivariate analysis [Genthon et al., 1987; Lorius et al., 1990; factors ranging from 1.6 to 3.5 [Mitchell, 1989].
and Figure 5] shows that 90% of the variance of the Vostok Ice core results suggest then that changing concentrations
temperature record can be explained by five climate inputs. of greenhouse gases have had a significant role in explain-
The aerosol loading and non sea-salt sulfates which may ing the magnitude of past globa! temperature changes -nd
affect the albedo of clouds through the number of Cloud are consistent with a climate sensitivity of 3 to 4°C for a
Condensation Nuclei and the local insolation change have future doubled atmospheric CO2.
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Canadian Ice Caps as Sources of Environmental Data

. R. M. Koerner, B. T. Alt, J. C. Bourgeois, and D. A. Fisher
Terrain Sciences Division, Geological SurveY Of Canada, Ctawa- Ontario' Canada

ABSTRACT
0 Seven surface-to-bedrock ice cores, varying from 129 to 337 m in length, have

___ • been recovered from Canadian high Arctic ice caps since 1964 (Table 1 and Figure
1). While one (Meighen Island) consists entirely of Holocene ice, the others (Devon
and Agassiz ice caps) cover time spans of 100,000 years, similar to those from

P- Greenland. Our relatively thin ice caps provide simple drilling conditions but give
records of various parameters from several holes down a flow line. Comparison of
these records continues to provide information on signal-to-noise ratios and ice cap
rheology. The major disadvantage of thin ice caps is poor resolution in ice moreM3 than 5000 to 10,000 years old. This is offset, however, by the relative ease of
retrieval of significant numbers of pollen grains from all levels in the ice. Thus we
have been able to use pollen as a paleoenvironmental tool leading, for example, to
identification of basal ice layers as Sangamonian in age. Similarly, although annual
melting of snow at the surface precludes the possibility of using ice cores for gas
analysis, the persistence of variable melt layer concentrations through the Holocene
ice has given a continuous melt layer record showing gradual deterioration of sum-
mer climate from a warm peak 8000 to 9000 years ago, to a cold minimum 200
years ago.

INTRODUCTION cores give long records from relatively shallow depth inter-
Over the past 25 years ice cores have given valuable vals. Thus at Vostok in Antarctica (4 cm ice yrl), the ice

information on the way climate has changed over the last core record revealed so far covers >150,000 years in 2 km
glacial cycle (ca. 100,000 years). Changes in the oxygen iso- of ice; yet this record ends 2 km above bedrock [Lorius et
tope ratios in the ice serve as proxy temperature indicators, al., 1985]. At Dye-3 (54 cm ice yri) the record covers about
gas bubbles yield records of changes in important green- 120,000 years over a similar core length but ends on bed-
house gases, dust particles, ionic concentrations and bio- rock [Dansgaard et al., 1982]. The accumulation rate also
constituents give information on atmospheric processes and affects the temporal resolution of an ice core record. A low
air mass trajectories and the part they played in past envi- accumulation rate such as that at Vostok means about 1 year
ronmental change, and changes of icc texture constitute a in 8 is missing from the record [Koerner, 1971] and gives at
summer temperature indicator. best a resolution of a few years. In the last glacial period,

However, no single ice core can cover all these param- where the accmnulation rate may have been as low as 1 cm
eters. Antarctica is too remote from land to use pollen as an ice yr-1 [Lorius et al., 19851 the resolution is even poorer.
atmospheric tracer. It is also too cold for summer melting to Dye-3, on the other hand, has seasonal resolution in the Hol-
form ice layers that serve as summer climate proxies. Con- ocene and annual resolution for some depth below that. This
versely summer melting seriously disturbs the gas record has allowed for direct calibration of the 14C time scale over
[Stauffer et al., 1985] so that Canadian ice cores are of no the past 10,000 years [Hammer et al., 1986].
use in this respect whereas Antarctica is ideal [Barnola et The Canadian high Arctic ice caps, with an accumulation
P1 1987]. rate of 10-25 cm ice yr-1, lie somewhere between the Ant-

The snow accumulation rate at a drill site also affects the arctic and Greenland ice cores in terms of temporal resolu-
ice core record. In areas with low accumulation rates, ice tion (Table 1). However, because the ice cap thicknesses are
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substantially less, annual layers can only be detected down Shallow ice depths have also permitted evaluation of sig-
to a depth equivalent of 6000 years. Only major changes in nal-to-noise ratios in ice core records [Fisher et al., 1985],

climate can be detected below this. However, shallow ice and also the variation of different arameters with depth

depths do not seriously limit the total time span covered in along a flow line [Fisher and Koerner, 1986].

any single surface-to-bedrock ice core (Figure 2). Despite
quite different lengths, the Canadian, Dye-3 and Camp Cen- RESULTS

tury ice cores cover similar time periods: about 120,000 Our ice core program has been attuned to accommodate

years from the last interglacial period to the present day. In the advantages and disadvantages of shallow ice cores with

this case shallow ice depth can prove to be an advantage as intermediate snow accumulation rates and annual summer

it makes bulk sampling of ancient ice much easier. fhis melting. We now give some of the results of this work.

advantage has been used to provide the large samples nec-
essary for pollen analysis. Pollen

Pollen spectra display counts of different types of pollen
grains. Study of the spectra should lead to identification of
air mass trajectories affecting general aerosol transport.
However, to simplify the discussion we divide the spectrum
into two categories: (1) exotic pollen, i.e., from south of the

.eig•... Surface Core Year
,i . .c..-.m Site (Figure 1) elevation length drilled

/oo(in) (in)

0/

Meighen Ice Cap 268 121 1965
Devon Ice Cap 1800 300 1972
Devon Ice Cap 1800 300 1973

C3 Agassiz Ice Cap 1700 .340 1977
-- ..... Agassiz Ice Cap 1710 137 1979

Agassiz Ice Cap 1715 127 1984
Agassiz Ice Cap 1715 127 1987

Figure 1. Location map. Table 1. Surface-to-bedrock ice cores.

OXYGEN ISOTOPES (o/oo)

40 -25-45 -30 40 -25 -45 -30 -60 -50

A AAA

A

B B
B B

c

c C

40 -25 -40 -25 -35 -20 -45 -30 -60 -50

AGA6.Z ICE CAP CAMP CENTURY DYE-3 BYRD VOSTOK

12e-137 m I140-1368m 1694-2037 m 1238-2164 m 250-2003 m

Figure 2. Oxygen Isotope (81O) profiles. The vertical depth scales differ between profiles; all are plotted on linear depth scales with total
"dept shown under each profiie tide. Th o-scale is expanded from the Vostok prfile. All profiles, with the exception of that for Vostol, end
at the ice/bed interface. (A) Holocene ice, (B) main part of the last glacial period, (C) glacia~l/mterglacial transition and Sangamon ice. The
shaded zones ie ice with visible dirt inclusions.
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Figure 3. Concentration of pollen grains in surface snows, Agassiz
Ice Cap. The dotted lines separate the annual layers where the end 8 8
of each y defined as the end of the melt season (July,
August). Vleltmgj leaves a distinct surface layer each year in the
snow pack. The vertical scale is not marked as the samples were
taken each year from the surface annual layer. The total depth
increment is approximately 4 m. Exotic pollen are shown on the
left hand side and regional on the right. Devon Agassiz

tree line, (2) regional pollen, i.e., from the tundra north of 10 , I I , J I I I 10

the tree line. Transport of exotic pollen involves straight- Figure 4. Profiles of total pollen concentrations (exotic plus
line distances of 1000 to 25,000 kIn; trajectory distances regional) from Devon Ice Cap and Agassiz Ice Cap expressed as a
must be substantially greater than this. To develop climate! percentage of th,- average concentration for the past 10,000 years.
pollen transport functions demands a knowledge of, firt,
present day spatial variations, and second, of seasonal and summer temperatures. Instead, concentrations in any one
interannual variations of the concentrations in the snow. year appear to be related to individual synoptic situations.

Pollen concentrations in polar snows are very low: 1 to The position, or absence, of the 500 mb trough seems to be
15 pollen grains per liter of melted snow; this gives deposi- important in this respecL High concentrations of exotic po1-
tion rates of 80-2200 grains m-2 yr-. Surprisingly, the len in the 1982 and 1983 spring and summer snow layers
higher deposition rates occur on sea ice in the middle of the (Figume 3) occurred when synoptic conditions promoted a
Arctic Ocean. Overall low deposition rates may be com- sng and direct flow of air from the south into the Arctic
pared to rates of 137,000 grains m-2 yr-l on a glacier close Islands. Conversely, a strong northwesterly flow over the
to the tree line in northern Labrador [Bourgeois et al., 1985, islands in the spring of 1986 resulted in very low exotic
Tables II and III]. it is, therefore, not possible at present to island s in sprn oesuted in very tic
identify specific source areas; the background sources could pollen concentrations in snow deposited at that time
include Eurasia as well as North America. [Bourgeois, 1990].

Seasonal pollen concentrations in a snow pit a Despite some progress in our study of pollen concentra-
Figure 3. They are irregular and unusable for detection of tons in modern snows it is still difficult to interpret their
annual layers. However, the exotic and regional variations distribution in ice cores (Figure 4). Pollen concentrations
form two distinct data sets which are not always related to began to increase early in the Holocene on Agassiz Ice Cap
each other. High (low) influxes of regional pollen to the ice [Bourgeois, 1986] but much later on Devon Ice Cap [McAn-
cap site show a relationship to warm (cold) summers as rep- drews, 1984]. The 3000-year-before-present (B.P.) peak in
resented by the July temperatures at the nearby weather sta- the Devon core is absent in the Agassiz core but both show
tion of Eureka [Bourgeois, 1990]. A few more years of data peaks at 1000 years B.P. However, neither profile shows a
(attainable from deeper snow pits on the ice cap) are needed relationship to either the 8180 or melt layer profiles from
to develop a workable transfer function. the same cores (Figure 5). This is because pollen concentra-

The exotic pollen concentrations are poorly related to tions are related to different climatic variables such as pol-
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len productivity at source and the snow accumulation rate ner, 1977] showed that ice layer concentrations also serve as
between pollen source and drill site. Low concentrations of a proxy for mass balance. While the Devon study extended
pollen in early Holocene ice may be due to persistence of back for only 700 years due to micro-fractures in the core,
parts of the Laurentide ice sheet to the south. the shallower, unfractured core from the top of Agassiz Ice

So far, pollen has proved valuable in defining the major Cap extended this record back to the beginning of the Hol-
climatic zones in the ice cores. High pollen concentrations ocene period 10,000 years B.P. [Koerner and Fisher, 1990].
(inclu,"ng maple, elm and oak) in the basal ice of both the There are three main features of this record (Figure 5): (1) a
Devon and Agassiz cores suggest that this ice was formed in strong trend of decreasing summer melt layers between
a warmer period than today [Koerner et al., 1988]. The posi- 9500 and 2500 years B.P. with (2) maximum melting occur-
tion under isotopically very negative ice denoting ice ring at the beginning of the Holocene and, (3) a plateau of
formed during the last glacial period, indicates the basal ice very low melt within the past 2000 years. We estimate that
is interglacial. The drill site must, therefore, have been ice- at the most, 40% of the cooling trend could arise from uplift
free during the same interglacial period. Examination of the over the same time interval. There is a significant increase
Greenland ice cores in terms of ice texture, dirt content and in numbers of melt layers during the past 100 years. This
oxygen isotopes (Figure 2) led to a similar conclusion about recent increase is also evident on Devon Ice Cap [Koerner,
the time of origin of the Greenland ice sheet in the location 19771, Muller Ice Cap [Muller, 1962] and a northern Elles-
of the drill sites [Koerner, 1989]. mere ice cap 120 km to the north of Agassiz Ice Cap[Hatersley-Smith, 1963]. However, the modem increase is

to levels much lower than those in the early Holocene even
Melt Layers when the effect of possible uplift is considered.

Melt layers in ice sheets are formed by melting of the The Agassiz melt record (Figure 5) is the first continuous
snow pack surface. Surface melt percolates in to the snow record of summer climate for the high Arctic and can be
pack where it refreezes as relatively bubble-free ice. Be- compared to the discontinuous glacial geology record for
cause more ice forms in this way in the snow pack the the same area. The higher melt layer concentrations for the
warmer the summer, the changing concentration with depth last 100 years overlap with slightly negative glacier bal-
of these ice layers serves as an iz'dicator of past summer cli- ances measured over the last 30 years.
mate. A study of this natum in the Devon ice cores [Koer- The melt record (Figure 5) therefore suggests that mas-

sive glacier retreat occurred during the first half of the Hol-
ocene. This is in general agreement with the geological

0 wooQ__ . 00 record for the high Arctic [Blake, 1975; Bednarski, 1986;
Hodgson, 1989]. Lower melt concentrations in ice cores rep-

V resenting the last 2500 years, suggesting positive balance
over that period, compare to evidence of glacier growth dur-
ing this period in nearby parts of Greenland [Kelly, 1980],

! " northern Ellesmere Island [Hattersley-Smith, 1966] and
Axel Heiberg Island [Muller, 1966].

AGA=IZ ICE CAP .EMMIEE MSM UT
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Figure 6. Oxygen isotopes (alsO), dust and borehole closure rates
for the 1977 core from Agassiz Ice Cap. The initial borehole diam-

Figure 5. Melt layer concentration, volcanism and oxygen isotopes eter after drilling was 160 amm. Note the correlation between bore-(8180), Agassiz Ice Cap. Increased solar radiation is for June, July hole closure rates and microparticle concentrations. The lower than
and August for the northern hemisphere and is due to changing expected closure rates near the btd are due to the uneven nature of
orbital parameters [Kutzbach, 1987]. The electrolytic conductivity the particle distribution. Most of the dust particles in this section
measurement in the middle profile is made on the solid ice core are separated into discrete pear-shaped pockets which are visible to
using a technique developed by Hammer [1980]. the naked eye.
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Rheology rapid boreizole closure rates occur in the latter ice. The bore-
Because they are relatively thin (100-500 m of ice), holes and cores from Agassiz Ice Cap have shown the same

Canadian ice caps are suited to the study of ice dynamics characteristics [Fisher and Koerner, 1986]. The different
and ice rheology. For example, four surface-to-bedrock rheological and, nence, dyrnic properties of the ice have
cores drillod from the top of Agassiz ice cap and down the been partly auibuted to differences in the concentrations of
flowline, required only 728 m of drilling. Yet each core cov -
ers a complete glacial cycle, including soft glacial-period microparticles in 19ch type of ice [Koemer and Fisher,
ice, stiff Holocene ice and sections with unique micro- 1979; Fisher and Koener, 19861 although this has been con-
particle and ionic signatures. Studies on Devon Ice Cap tested by Duval and Lorius [1980]. Further work on this,
[Paterson, 1977] showea differences between the rheolog- and other problems of ice dynamics is continuing [Wadding-
ical properties of Holocene and glacial period ice; more ton et al, 1985].
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A Two-Million-Year-Old Insect Fauna from North Greenland
Indicating Boreal Conditions at the Plio-Pleistocene Boundary

J. Bdcher
Zoological Museum, University of Copenhagen, Copenhagen, Denmark

ABSTRACT
/e__ T Kap K~penhavn Formation in NE Peary Land, Greenland, is assumed to be

2.0-2.5 Ma old, i.e., from the Plio-Pleistocene transition. Layers of organic detritus
0) • contain a wealth of well-preserved remains of land and fresh water organisms,

almost all extant species.
In striking contrast to the present harsh, high arctic conditions at Kap

Kopenhavn, the fossil plants and insects show that immediately prior to the Qua-
ternary glaciations a subarctic climate existed in this northernmost land on earth. A
rich forest-tundra bordered the Arctic Ocean, and the plant communities were pop-
ulated with a diverse, predominantly boreal insect fauna.

These discoveries may have significance for the current discussion of the "green-
house effect." What we find imbedded in the sands at Kap Kopenhavn may present
a visicn of a future climatic development.

INTRODUCTION were a few extinct species [Funder et al., 1985; Bennike,
The Kap Kopenhavn Formation in northeastern Peary 1990;, Bennike and Bcher, 1990].

Land, latitude 82125' (Figure 1), was discovered in 1979 by The dominant tree was an extinct species of larch (Larix
the Greenlandic Geological Survey [Funder and Hjort, groenlandii; Bennike [1990]). Furthermore black spruce
1980]. (Picea mariana), Thuja occidentalis and Taxus sp. were

Detailed studies were carried out there in 1983 under the present. None of these conifers occur in Greenland today.
leadership of Svend Funder [Funder et al., 1984, 19851 and The landscape was a mosaic of forest patches inter-
were continued in 1986 by the paleobotanist Ole Bennike spersed with heath dominated by present arctic-alpine spe-
and me [Bennike, 1987; Bacher, 1989; Bennike, 1990; Ben- cies such as Dryas octopetala, Betula nana, Cassiope
nike and Bocher, 1990]. tetragona, Vaccinium uliginosum, Ledum palustre. Of these

The Kap Kepenhavn Formation, consisting of more than only Dryas is ".sent at Kap Kepenhavn today.
100 m of coastal and shallow marine sands, silts and clays. The ancient ! ,ra was mainly made up by species with a
has an areal extent of more than 300 km2. Biostratigraphy modem circumpolar distribution, but another prominent ele-
using mammals (HypolaguslLepus), molluscs, ostracods, ment, chiefly made up by trees and shrubs (Thuja occi-
and Foraminifera, paleomagnetic stratigraphy and amino dentalis, Picea mariana, Cornus stolonifera), is now
acid stratigraphy suggests that the formation is 2.0-2.5 mil- confined to North America. A few are today mainly
lion years old (Pliocene-Pleistocene transition). palaearctic (Dryas octopetala, Betula nana).

The boreal species of Thuja, Taxus, Cornus, Viburnum
PALEOBOTANY and a number of fresh water herbs such as Potamogeton

Paleobotanical investigations have shown that this area, nauans indicate a climate with a mean July temperature
the northernmost land on earth, immediately before the about 100C. The present mean July temperature at Kap
Pleistocene glaciations was covered with a forest-tundra Kopenhavn is 3*C. This means that the paleonlimate at the
rich in boreal plant species. Many of the existing common Pliocene to Pleistocene boundary must have been similar to
and widespread arctic-alpine plant species were present, as the present climate of intorior southernmost Greenland,
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Number of Numberof
genera species

COLEOPTERA
Carabidae 15 24
Dytiscidae 4 1
"G"inidae 1 -
Hydrophilidae 1 2
Catopidae I
Liodidae 1
Silphidae 1 1
Staphylinidae 11 5
Scarabaeidae I I
Elateridae I
Bupres.idae -

Byrrhiidae I
AnobiiJae I
Lathridiidae 1
Cerambycidae -
Chry;Api idae 4
Apionidae I
Curculionidae 7 1
Scolydidae 2

HYMENOPTERA
Siricidae 1
""enthredinidae
Tchneanonidae
Chalcididae
Diapriidae
Tonymidae 1
mFormicidae 2 1

*Nebna nifescens DIPTERA
Chironomidae 7 1

"")_Brachycera -
S-Cyclorrhapha

LEPIDOPTERA
FIgure 1. Present distribution in Greenland of Nebria rfscens TRICHO1'ERA
(Str6m) (Carabidae) and the position of the Kap Kbenihavn (KK).

HEMPIMIRA
2500 km south of Kap Kopenhavn, where, e.g., small birch Cicadellidae
trees (Betulda pubescens) are able to grow. A significant dif-
ference between the two regions, however, is the length of Table 1. Identifed insect taxa from the Kap Kobenhavn
photoperiod. Kap Kopenhavn has four months without sun ForMaionL
whereas there are no months without sun in southern
Greenland. southwestern part of the country; only a few species inhabit

the High Act'ic. In the relatively warm interior Peary Land
PALEOENTOMOLOGY two species have been collected, but no living beetles have

So far it has been possible to identify about 40 species been found at Kap Kopenhavn.
and 60 genera (25 families, 6 orders) of insects from the Only one existing Greenland species, the carabid Nebria
Kap Kopenhavn fossil assemblages (Table 1). All of the rufescens (Strom) (Figure 1), has been identified in the fos-
identified species are extant species. sil material.

Beetles preserve better than other insects because of their The insect fauna also contained three species of ants (For-
hard and resistant exoskeletons, so their higher represen- micoidea) which are totally absent from Greenland today.
tation in the Kap Kopenhavn fossil assemblages is not sur- Some of the species are now found far away from Green-
prising. Only part of the fossils have been identified. It is land. The carabid Elaphrus sibiricus Motschulsky, for ex-
estimated that the fauna will consist of at least 120 beetle ample, is distributed from central Siberia eastward to China
species. and Japan; and the carabid Asaphidion alaskanum Wickham

The species diersity of the Kap Kopenhavn fossil beetle is restricted to Alaska and Northwest and Yukon Territories.
assemblage is amazing compared to the present beetle fauna The majority (90%) of the identified species are boreal.
of Greenland. Presently, 33 indigenous species of Cole- The boreal component includes temperate-boreal species
optera are known from Greenland [Bocher, 1988]. Most are such as the weevil Grypus equiseti Fabricius and the carabid
confined to the climatically favored subarctic and low arctic Notiophilus biguttatus (Fabricius).
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Many species are associated with fresh water biotopes, holarctic while the remainder are nearctic (30%) and
living in damp, luxuriant places close to the water (e.g., the palaearctic (15%).
carabid genera Nebria and Patrobus). Others, however, live The paleontological and paleobotanical interpretations
on open, sandy or gravelly shores and banks of lakes and based on Kap Kcpenhavn Formation fossils are in agree-
streams. These are generally thermophilous, diurnal and ment. The environment 2 million years ago was biologically
highly active predators, hunting by means of vision and, highly varied, in contrast to the present desert-like, high arc-
accordingly, dependent on a high incidence of sunshine dur- tic conditions.
ing the active season (species of the carabid genera Cicin-
dela_. F -hrii•, Asaphidion, Bembidion, Notiophilus and the CONCLUSIONS

.....•-staphylinid genus Stenus).
Few limnic species have been identified, but the large Studies during the last three accades, primarily in the

number of unidentified water beetles (more than 20 species) U.K. and North America, have shown that subfossil insect
plus many larval fragments of caddis flies (Trichoptera) and assemblages, especially beetles, are a highly effective tool
midges (Chironomidae) indicate the presence of an abun- for the reconstruction of ancient environments [e.g., Coope,
dance of different freshwater biotopes in the ancient land- 1975, 1979, 1986; Matthews, 1977, 1988]. A method for
scape. The occurrence of the dytiscid beetle Agabus bifarius quantifying paleoclimatic information from the present geo.
(Kirby) is especially interesting because its present habitat is graphic ranges of beetles has been utilized to produce paleo-
stated to be shaded, temporary ponds in rough fescue (Poa) temperature curves in the United Kingdom [Atkinson et al.,
prairie in North America [Larson, 1975]. 1987].

Other species indicate dune areas (Aegialia), open tundra The Kap Kopenhavn Formation is well dated at 2 million
and fairly xeric heathland. years ago. During its deposition the position of the con-

A number of species and genera such as the carabid tinents and oceans, the orientation of the earth's axis, and the
genus Dromius, the "death watch beetle" (Hadrobregmus position of the North Pole were all similar as today.
pertinax (L.)), woodliving weevils (Pissodes), bark beetles The fossils from the Kap Kopenhavn Formation at the
(Scolytus, Pityophthorus) and the carpenter ant (Cam- Plio-Pleistocene boundary imply a climate, 800 km from
ponotus herculeanus (L.)) are inramately connected with
trees and thus represent further evidence of the existence of the North Pole, that was significantly warmer, allowing
in situ forest when the Kap Kopenhavn sediments were on the beaches of the Arctic Ocean.
deposited. Fly holes and galleries in fossil wood reveal the The Kap Kopenhavn Formation thus presents--to cite
existence of still more arboricolous forms such as Bupres- Russell Coope (in litt.)---ra scenario that may indicate the
tidae, Cerambycidae (longhorn beetles) and the giant tree possible consequences of global warming on a world whose
wasp, Urocerus gigas (L.). geography is much as we see it today, but a scenario that has

Similar to the biogeography of the fossil flora, the major- no equivalent at the present day or in later Pleistocene
ity (55%) of the identified insect species are circumpolar or interglacials."
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Late Quaternary Paleoceanography and Paleoclimatology
from Sediment Cores of the Eastern Arctic Ocean

U. Pagels and S. K6hler
GEOMAR, Research Center for Marine Geosciences, Kiel, Germany

ABSTRACT
Box cores recovered along a N-S transect in the Eurasian Basin allow the

establishment of a time scale for the Late Quaternary history of the Arctic Ocean,
based on stable oxygen isotope stratigraphy and AMS 14C dating of planktonic
foraminifers (N. pachyderma 1.c.). This high resolution stratigraphy, in combination
with sedimentological investigations (e.g., coarse fraction analysis, carbonate
content, productivity of foraminifers), was carried out to reconstruct the glacial and
inter-glacial Arctic Ocean paleoenvironment.

The sediment cores, which can be correlated throughout the sampling area in the
Eastern Arctic Ocean, were dated as representing oxygen isotope stages 1 to 4/5.
The sedimentation rates varied between a few mm ka-I in glacials and
approximately one cm ka-I during the Holocene. The sediments allow a detailed
sedimentological description of the depositional regime and the paleoceanography
of the Eastern Arctic Ocean.

Changing ratios of biogenic and lithogenic components in the sediments reflect
variations in the oceanographic circulation pattern in the Eurasian Basin during the
Late Quaternary. Carbonate content (1-9wt.%), productivity of foraminifers (high
in interglacial, low in glacial stages) and the terrigenous components are in good
correlation with glacial and interglacial climatic fluctuations.
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The Record of Global Change in Circum-Antarctic Marine Sediments

P. F. Barker, C. J. Pudsey, and R. D. Larter
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ABSTRACT
/Sediment drilling, using rigs located on sea ice inshore, and Ocean Drilling Pro-

00 gram facilities farther offshore, have described the stepwise cooling of Antarctica
qj=• through the Cenozoic, setting the scene for more detailed studies of short-period,
0= •recent change. Such studies will not be easy. The virtual absence of carbonate sedi-

ments and the strength of bottom currents in some regions are fundamental limita-
tions. Nevertheless, Antarctic ocean sediments contain a record of global change
which complements the record of the ice sheet, and extends it back in time. Pelagic
and hemipelagic sediments of the ocean basins record changes in primary pro-

N - ductivity, dissolution, sea ice extent and the strength of deep ocean circulation, and
0') in the volume of the main circum-Antarctic water masses. Prograded sediments of

__ the Antarctic continental shelf and slope contain a record of glacial/interglacial
changes in ice sheet volume. Modem piston-coring techniques are capable of
revealing changes over the last glacial cycle in some detail, in suitably expanded
sections. At lower sediment accumulation rates, a less detailed but longer record
can be obtained. It can already be shown that, at and around glacial maximum, (a)
grounded ice sheets extended to the Antarctic continental shelf edge, (b) the mar-
ginal sea ice zone lay up to 50 farthe north, and (c) Weddell Sea Bottom Water
flow was far slower than at present. se have implications for the carbon cycle in
the oceans, which is of considerabl importance in global change.

INTRODUCTION transport, involve ice shelves, sea ice and bottom water for-
The principal elements of the circum-Antarctic climatic mation and the vigor and axial position of the ACC.

regime are the continental ice sheet and its fringing ice The circum.Antarctic marine sedimentary record, sam-
shelves, sea ice and the two main components of Southern pled principally by DSDP and ODP drilling, contains evi-
Ocean circulation, Antarctic Bottom Water (AABW) and, dence of the long-term development of the present regime,
bounding the Antarctic region in the north, the Antarctic which sets the scene for the study of short-term (glacial/
Circumpolar Current (ACC). These are all potentially interglacial) change. For example, although paleomagnetic
important to any assessment of global climate change, riot measurements show Antarctica to have lain over the south
only as sensitive indicators of change but also as parts of pole for more than 90 Ma [e.g., Norton and Sclater, 1979], a
powerful climatic feedback mechanisms. For example, ice continental ice sheet appears to have extended to sea level
sheet melt, sea level rise, ice sheet/shelf flotation and break- (as demonstrated by glacial diamictites and by ice-rafted
out (with shelf encroachment of warmer water), loss of ice debris in marine sediments of Oligocene and younger age
sheet support and enhanced flow form a potent positive [see Schlich, Wise et al., 1989; Kennett and Barker, 1990
feedback loop [Bentley, 1984; Fastook, 1984; Potter and for example]) only during the last 40 Ma. The details of
Paren, 1985]. Another such is ice sheet/shelf and sea ice waxing and waning of the ice sheet since then are disputed
melting and global albedo reduction [e.g., Shine et al., [e.g., Miller et al., 1987; Shackleton, 1987; Prentice and
1984]. Other loops, affecting biogenic productivity and CO2  Matthews. 1988], but oxygen isotopic measurements on
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lower-latitude sediments imply major cooling at 37 Ma, at serve to establish the sensitivity of these elements to climate
16 to 12 Ma (ate middle Miocene), and at about 2.4 Ma change, and the polarity and strength of feedback loops. The
(mid-Pliocene time: see Shackleton and Kennett [1975] for task must be accomplished within the constraints of a vigor-
example). ous ACC and pervasive carbonate (and some silica) dis-

Deep waters also cooled significantly 37 Ma ago and solution. This paper reviews progress in two such
deep circulation increased worldwide, causing widespread investigations (Figure 1), and suggests ways in which they
erosion [e.g., Benson, 1975; Johnson, 19851. These changes might be developed in the future.
have been attributed to high-latitude events, including the
earliest production of bottom water at the Antarctic margin. CONTINENTAL SHELF PROGRADATION AND
Present-day AABW is renewed mainly in the southern Wed- GROUNDED ICE SHEETS
dell Sea, by the production of brine beneath forming sea ice, Grounded ice sheets transport unsorted sediment (glacial
coupled with supercooling at the base of the floating ice till) in a sheared layer up to 10 m thick at the base of fast-
shelves [Gill, 1973; Foldvik and Gammelsrod, 1988]. It is flowing ice streams [Bentley, 1987; Alley et al., 1989].
uncertain whether Oligocene bottom water could have Elsewhere the ice base is not lubricated in this way and ice
formed in exactly the same way. flow (and thus sediment tansport) is considerably less.

At present the Polar Front, closely coincident with and There is strong evidence from drill sites in the Ross Sea and
probably causally related to the ACC [Gill and Bryan, Prydz Bay [Barrett, 1989; Barron, Larsen et al., 19891 and
1971], isolates the Antarctic continent. It limits the south- from piston cores [e.g., Kellogg et al., 1984; Anderson et al.,
ward flow of warm surface waters, and Antarctic Inter- 1980;, 1984) that glacial till occurs widely on the continental
medir.te Water, diving northward from it, seals the base of shelves of Antarctica. Off west side of the Antarctic Penin-
the thermocline, maintaining the low temperature of deep sula, an area of moderately low temperatures, high relief and
waters in lower latitudes. The ACC developed in the early precipitation (and thus of fast glacier flow), piston core and
Miocene, following the completion of a deep-water path sidescan sonar data (BAS unpublished) suggest that debris
around the continent, with the opening of Drake Passage
and separation of the continental fragments surrounding the
juvenile Scotia Sea [Barker and Burrell, 1977; 1982].

The ACC is extremely vigorous, being wind-driven Cmo
throighout its path. Fluctuations of the Po:ar Front position ----- ----
of several degrees of latitude are a feature of modem cir-
culation, and eddies are common [e.g., Bryden, 1979; 0 .' /
Cheney et al., 1983]. The ACC extends to the seabed: it p
erodes and redeposits abyssal sediments near its axis [e.g.,
Kennett and Watkins, 1976; Barker and Burrell, 1977],
making a complete sedimentary record of its history dif- Scotia seaficult to obtain. There is evidence that, south of Australia at

least, it has migrated northward with time [Kemp et al.,

Along with the progressive separation and cooling of the
Antarctic water masses over the past 40 Ma came an
increase in the solubility of CaCO3. The calcite compensa-
tion depth (CCD) now lies at about 500 m around Antarctica
south of the Polar Front, so that with rare exceptions [see
Grobe et al., 1990] biogenic carbonate is not preserved in FIG. 4 Wedd, Sea
the marine sedimentary record. Antarctic deep marine sedi-
ments are siliceous biogenic (largely diatom,-owus) and ter-
rigenous in origin. The transition from a calcareous to a
siliceous biofacies began in the Oligocene, and was com-
plete in some areas by the middle Miocene (before 15 Ma at
ODP Site 696, S. Orkney microcontinent), in others much
later (ca. 7 Ma on Maud Rise [Barker, Kennett et al., 1988]).

The lack of biogenic carbonate precludes the easy deter-
mination of oxygen isotope paleotemperatures and 13C val-
ues: oxygen isotopic measurements on diatoms have yielded
plausible paleotemperatures [Labeyrie and Juillet, 1982;
Leclerc and Labeyrie, 1987] but the method is difficult and Figure 1. Locations of seismic reflection profile (Figure 2) on Ant-

arctic Peninsula margin [Latter and Barker, 1989, 1991], and ofslow, and has not come into common use. piston core and mooring transect in northern Weddell Sea [Pudsey
A valuable contribution to an understanding of global et a-., 1988; Pudsey, in prep.] (Figure 4). Weddell Sea Bottom

change in the polar regions would be to establish the glacial/ Water is formed on the southern shelf and slope of the Weddell
interglacial variability of the volume of the grounded ice Sea. beneath and in front of the Filchner and Ronne Ice Shelves.

and flows clockwise around the gyre (black arrows), across thesheet, the extent of ice shelves and sea ice, the volume of transect. Farther downstream, some escapes northward into the
bottom water production and vigor of the ACC, and the South Atlantic beneath the Antarctic Circumpolar Current (double
intensity and extent of blogenic productivity. This would arrows), and westward into the Scotia Sea and Southeast Pacific.
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Figure 2. Line drawing of seismic reflection profile across the Antarctic Peninsula Pacific margin (located in Figure 1), showing prograded
sediment wedge (Sequences SI, S2) built from basal till transported beneath ice sheets grounded to the shelf edge during glacial maxima
[from Larer and Barker, 1989, 1991]. Note inward-sloping shelf profile and steep slope (up to 170). Similar wedges cccur elsewhere around
Antarctica off ice sheet drainage outlets. See Figure 3 for modeL

was transported to the continental shelf edge by a grounded transported much less sediment. These margins are compar-
ice sheet during the last glacial maximum. A thick wedge of atively sediment starved.
prograded sediment has built out the continental shelf The prograded wedges and deep shelves are strong evi-
[Larter and Barker, 1989, 1991] (Figure 2), and the great dence that, around most of Antarctica during the last glacial
depth of the shelf, inward-sloping shelf profile, high seabed maximum, ice sheets were grounded out to the continental
acoustic velocity and steep continental slope suggest that the shelf edge, and that similar extensive grounding occurred at
wedge is largely derived from glacial till. A seismic earlier glacial maxima, for an unknown period back in time.
sequence stratigraphic model of glacial/interglacial sedi- In consequence, the prograded wedges contain a record
mentation on shelf and slope has been developed [Larter and (continuous in the foreset beds) of the extent of grounded
Barker, 1989, 1991] (Figure 3) which infers an extreme gla- ice sheets through time. In the north of the Antarctic Penin-
cial/interglacipl cycficity in both the amount and nature of sula, where tectonic events can be precisely dated, the gla-
terrigenous sediment supply to the shelf edge and upper cial sedimentary record offshore is limited to about the last
slope. Deposition on the slope is continuous, with varying 5 Ma [Larter and Barker, 1989, 1991]. There are indications
lithology, but on the shelf deposition is sporadic and re- that 5 Ma may be the full extent in this region of the mode
erosion common. Along the western Antarctic Peninsula of glaciation that involves ice sheet grounding to the shelf
shelf at least, the wedge has prograded evenly along strike, edge: drilling at ODP Site 694 [Barker, Kennett et al., 1988]
Thus it seems likely that, whatever topographic hetero- recorded a pulse of massive turbidites of latest Miocen:r ge.
geneity controlled ice stream location inshore during ,lacial A smaller, similar feature was sampled at Site 696. .se
maxima, on the outer shelf the unresisting tills alowed ice were considered to reflect the deep erosion of a previotisly
streams to diverge and coalesce into broad low-profile ice weathered and better-sorted sedimentary succession on the
sheets, so that at the continental shelf edge they became Antarctic Peninsula and South Orkney continental shelf, at
essentially a line source of sediment. the onset of the shelf-edge grounding mode. Older glacia-

Similar prograded sediments are found off the major ice tions along the Antarctic Peninsula [e.g., Birkenmajer and
drainage outlets around the continent, in Prydz Bay [Stagg, Zastawniak, 1989] may have been more local events.
1985; Barron, Larsen et al., 1989], the southern Weddell Sea Elsewhere around Antarctica, there is undoubtedly an
[Haugland et al., 1985] and Ross Sea [Hinz and Block, older record of grounded ice sheets extending to the shelf
1984] and, less well-developed, on the Wilkes Land margin edge, than exists along the Antarctic Peninsula. CIROS-1
[Eittreim and Smith, 1987]. In all these places, the outer drilling in the Ross Sea for example [Barrett, 1989], sam-
shelf is smooth with high seabed acoustic velocities, the pled what appears to be a similarly produced topset/foreset
shelf is deeper inshore and the slope is smooth. In these succession of Oligocene age.
places also, the topset beds of the prograded wedge parallel Recognition of this common glacial/interglacial mode of
the present-day shelf profile. In general, topset beds at these deposition around Antarctica opens the door to a complete
other ice sheet drainage locations are poorly developed com- assessment of the history of continental glaciation (beyond
pared with the Antarctic Peninsula, where steady but rapid the threshold level of ice stream extension to sea level), to a
thermal subsidence following mid- to late Cenozoic ridge- comparison of the severity of East and West Antarctic gla-
crest subduction has helped preserve them (Figure 1). ciation and even, with the aid of realistic numerical models,

Elsewhere around Antarctica, away from major ice to estimates of the amount of sediment removed from the
stream outlets, those margins which have been examined continent by glaciation through time, and changes in the
show rougher and slightly shallower continental shelves volume of grounded ice. To do all this would need careful
(though still overdeepened inshore) and very dissected description of the sediment masses by high resolution
slopes. Ice sheets were probably grounded to the shelf edge seismic stratigraphy, and drilling (in several areas) for
here, as elsewhere, but were much slower-moving, and chronostratigraphic control. The older, inshore part of the
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Figure 3. Model for development of a single glacial seismic - -

sequence on outer shelf and slope, during one glacial cycle: (a) 85*S

interglacial and early stage of ice sheet advance; intergrounding unsorted smnd
subuence (GS) of hemipelagic biogeni mud with ice-rafted
detruns is being deposited on shelf and slope, seaward of ice shelf
(as today); (b) initial grounding; erosion and compaction of IGS *and
start beneath grounded ice, with basal debris transport to (shelf t- 1.5cm/s
edge) grounding line; (c) glacial maximum; erosion, compaction. slit
basal ra or •and upper slope deposition of gounding sub- clay
seque s (reworked IGS from shelf andi till from farther o40W
inlad) continue; (d) early stage of glacial retreat; sequence boun-
dary, as deposition of IGS recommences on continental shelf. Note Figure 4. Currmnt velocity and surface sediment grain size at the
that deep glacial erosion on continental shelf during (b) and (c) Weddell Sea mooring sites (located in Figure 1ý showing the
will merge single sequences together only 8 sequences in ca. 5 Ma strong correlation between them. Where average currents are fast-
have been identified so far in S1 and S2 of Figure 2; however, a est, the proportion of silt and well-sorted fine sand is highest.
complete and detaied record exists within the slope deposits. Where average currents are slowest, there is as much as 80% clay,

and the only sand is unsorted, ice-rafted. Glacial age sediments are
finer-grained at all sites, reflecting a much slower WSBW

succession will be accessible by drill rigs located on sea ice, taspor.
like CIROS-l, but the younger, outer shelf and slope prov-
inces can only be drilled by a dynamically positioned vessel BOTTOM WATER FORMATION
like JOIDES Resolution. Community efforts are underway Antarctic Bottom Water today is formed mainly as Wed-
[Cooper and Webb, 19901 to define the sediment dis. dell Sea Bottom Water (WSBW), by mixing of the ambient
tribunion and coordinate a drilling proposal. The consid- Warm Deep Water with waters that have been made more
erable added benefit of such work lies in testing the salty by the repeated extraction of fresh water as newly
grounded ice sheet origin of global eustatic sea level formed sea ice, and cooled beneau.. ihe floating ice shelves
changes [e.g., Haq et al., 1987]. This is still controversial, in of the Weddell Sea [Gill, 1973; Foldvik and Gammelsrod,
detail for pre-Pleistocene times and in principle for pre- 1988]. WSBW forms the basal layer of the clockwise Wed-
Oligocene times. dell Gyre, and some escapes northward beneath the ACC,

Some environments, notably the present-day inshore through deep topographic gaps into the Atlantic and Indian
fjords and ice shelf fronts, contain a high-resolution sedi- Oceans [Georgi, 1981], and westward along the Antarctic
mentary record of later post-glacial evolution [e.g., Domack, margin into the Pacific. It is a principal supplier of oxygen
1990], but the earlier record will tend to have been eroded to the world's deep waters, yet is corrosive to both calcare-
during the last glacial maximum. It is preserved in the alter- ous and siliceous skeletons of marine organisms.
nating lithologies of till and diatomaceous mud in the Investigation of the glacial/interglacial variability of Ant-

expanded sections of the foreset beds on the continental arctic Bottom Water makes use of hemipelagic sediments,

slope, but these are difficult to sample without a drill ship. transferred from the upper continental slope by mass wast-

To obtain a detailed record of the last glacial cycle, it will be ing and entrained as a nepheloid layer within the Weddell

necessary to look elsewhere. One option, not seriously gyre. A core transect in the northern Weddell Sea (Figure 3)
attempted as yet, is to see if the intense cyclicity of shelf has been used to examine the variations in sediment grain
atedimpnte tanspet is poeserved if theaintene waycicityoshe l size, spatially away from the gyre margin and temporally
sediment transport is preserved in any way in the urbidite down each core [Pudsey et al., 19881. An array of moored
and other deposits of the continental rise, which have been current meters, transmissometers and sediment traps is pres-
produced by mass wasting and redeposition of the con- ently deployed along the line of the transect, and is intended
tinental slope deposits. Turbidites are not widely used to to provide an understanding of the relation between modem
provide paleoenvironmental information, for obvious rea- sedimentation and bottom water circulation.
sons, but the particular environment of the Antarctic con- Preliminary analysis of the current meter data [Pudsey, in
tinental margin, where upper slope sediments are unsorted prep.] shows that WSBW in the northern Weddell Sea flows
and were deposited essentially from a line source at the E to NE along the margin of the basin at speeds up to 15 cm
shelf break, may be more propitious. Long piston cores sec-', decreasing towards the gyre center. Sparse older
would provide suitably expanded sections. measurements [Foster and Middleton, 1979] are in accord.
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The sediments cored are mainly fine-grained terrigenous where modem bottom currents exceed 10 cm sec- 1 have a
(hemipelagic) mud, with minor biogenic silica (diatoms) glacial grain size distribution more appropriate to a bottom
and sparse ice-rafted debris. Sediment grain size and diatom current an order of magnitude less [Pudsey, in prep.].
content vary systematically: in cores from 3500 to 4600 m This is a preliminary result only, at present, and more
water depth, between 590 and 640S, the proportion of silt work is needed to achieve precise estimates of paleo-current
and well-sorted sand in surface sediments increases with strength and volume transport. However, the clear conclu-
average bottom current speed (Figure 4), and the diatom sion that WSBW transport was significantly slower during
content increases northward as the time extent of seasona glacials has implications for global climate, that can be con-
sea ice cover decreases. sidered nsw.

Down-core, there is an alternation of diatom-rich and dia- sid ered now.
tom-poor sediment, on a 1-2 m scale, and intervals with (1) The reduction in WSBW transport during glacial
more diatoms contain a higher proportion of silt to clay. maxima is compatible with its conjectured mode of origin:
Stratigraphic control is imperfect, but a preliminary stra- ice sheets grounded to the shelf edge do not expose the
tigraphy based on magnetic remanence, radiolaria and the deep, cold lower surface that presently causes supercooling,
relative abundance of certain diatom species strongly sug- and a more extensive pack ice zone would probably reduce
g&sts that the observed cyclicity in texture and composition the incidence of coastal polynyas where repeated local sea
corresponds to the main 100 Ka glacial/mterglacial cycle ice formation creates a concentrated brine.
[Pudsey et al., 1988; Jordan and Pudsey, in prep.]. (2) Reduced WSBW production during glacial periods

Antarctic sea ice cover prevents diatom productivity, and means reduced oxygen transport to the deep sea, so that less
dissolution also reduces the diatom content of abyssal sedi- is available to fuel planktonic decay and benthonic respira-
ments: diatoms are preserved in sea bed sediments today in tion (and production of deep CO2), and a reduced contribu-
the northern Weddell Sea where the ice-free period exceeds tion to deep circulation in low latitudes. On both counts this
3 months. Changes in diatom content down-core are con- means an effective increase in deep water "age," that may
sidered to show several long-term N-S (or NE-SW) move- contribute to the 14C result reported by Shackleton et al.
ments of the summer sea ice edge, similar to others [1988]. It is even possible (though this has not been
previously detected [Hays et al., 1976; DeFelice and Wise, reported) that anoxic bottom waters could have been created
1981], and reflecting glacial cycles.

In theory, grain size change in hemipelagic sediment in places, increasing the carbon flux to the sediments. Mod-
reflects change in either the sediment source or sediment els of oceanic regulation of atmospheric CO2, that make use
transport. We have already described (Figure 2) a model of of data on glacialfinterglacial variability, will need to take
glacial shelf-slope sediment transport that includes striking these effects into account.
glacial/interglacial contrast in sediment supply to the shelf (3) Increased sea ice cover during glacials reduced bio-
edge and upper slope, the source region for the hemi- genic productivity (and thus carbon drawdown into deep
pelagics. However, several factors argue against the survival water) within the Antarctic zone. In global terms, howevc-,
of a glacial/interglacial "source signal," as far downstream the total effect is indeterminate, since the ACC axis (Polar
as the core transect (Figure 3): the considerable sediment Front) and other oceanic boundaries would have shifted
catchment range (from 30 0E around the entire Weddell Sea also. ACC behavior affects climate both directly (it hinders
margin) of bottom waters crossing the corejmooring tan- the southward migration of warm waters at most depths) and
sect, the lack of a local (South Orkney) source [King and indirectly (it is the boundary between largely siliceous and
Barker, 1988], the unsorted nature of glacial tills and evi- largely calcareous primary production, and site of a huge
dence from older reworked diatoms of deep sampling of the step in the depth of the CCD, a key indicator of dissolved
continental slope by the mass wasting processes which sup- C02). Clearly it is important to extend studies of glacial/
ply the nepheloid layer, -re all importantL Also of course, Cn Cerl itis iortAnt to ext e studies of its
the unsorted till presented to the upper slope during glacials interglacial variation to the ACC. to describe changes in its
has a much coarser grain size distribution than the sus- velocity and axial position.
pended fine fraction reaching the same site during inter-
glacials: a direct glacial-interglacial source signal would ACKNOWLEDGMENTS
thus be opposite to that observed. Thus, the finer grain size We are grateful to Marion Barber, whose analysis of the
of glacial sediments is almost certainly a true transport sig- Weddell Sea current meter data provided the vector aver-
nal, reflecting a weaker bottom water circulation. Sites ages displayed in Figure 4.
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Eolian Sediments in Arctic Alaska as Sources of Paleoenvironmental Data

L. David Carter
U.S. Geological Survey, Anchorage, Alaska, U.S.A.

ABSTRACT
Eolian sand, silt, and associated fluvial and lacustrine sediments are widespread

in Alaska north of the Brooks Range. These sediments and intercalated paleosols
record late Quaternary episodes of widespread eolian sediment transport separated
by periods of relative landscape stability and the growth of organic soils. The eolian
sediments represent paleoenvironments much different from the modern one, in
which eolian sediment transport is principally limited to areas adjacent to sediment
sources, such as flood plains. Information about these paleoenvironments and their
contemporary climates can be obtained by studying the morphology, distribution,
and sedimentology of the sediments, and the fossil fauna and flora they contain. For
example, eolian sedimentary structures and facies relations can provide information
about past wind directions, snow cover, and summer surface moisture conditions
and gradients. Fossils such as beetles and ostracods contained in the fluvial and
lacustrine sediments can yield information regarding summer temperature and
changes in evaporation/precipitation ratios. Futhermore, the sediments and
paleosols can be dated by thermoluminescence and radiocarbon to provide a
chronology of paleoclimatic and pale-environmental change. Present data suggest
three major episodes of widespread eolian sediment movement during the latest
glacialfinter-glacial cycle: (1) a long period coincident with the Wisconsin glacia-
tion during which climate was cooler and drier than today and much of the North
Slope was a polar desert; (2) an interval during the latest Pleistocene and early
Holocene in which climate was warmer and surface moisture conditions were drier
than today; and; (3) one or more brief late Holocene intervals during which climate
was probably cooler and drier than today. These eolian sediments and intercalated
paleosols are being studied in detail as part of the USGS Climate Change Program
in order to understand how past environments in arctic Alaska have responded to
climatic change. In particular, the paleoenvironment of the latest Pleistocene-early
Holocene warm period is being examined as a possible analog for the environment
that could result from future climatic warming.
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Paleoclimatic Significance of High Latitude Loess Deposits

00_ James E. Beg&t
___- Dept. Geology and Geophysics, University ofA laska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
0 Loess deposits reflect changing environmental conditions in terrestrial regions,

and contain long paleoclimatic records analogous to those found in marine sedi-
ments, lacustrine sediments, and ice sheets. Alaskan loess was deposited at rates of
ca. 0.05-0.5 mm yr-1 during the last 2-3 x 106 years; loess deposits contain some of
the longest and most complete proxy climate records yet found. New analytical
methods are used to reconstruct changes in climate and atmospheric regime includ-
ing wind intensity, storminess, temperature, and precipitation. Loess also contains a
history of permafrost and paleosol formation, volcanic eruptions, and paleoecologic
changes in high latitude regions, as well as Quaternary fossils and early man sites
and artifacts. Time series analysis of proxy climate data from loess supports the
astronomic model of climate change, although some transient climate events
recorded in loess records are too short to be explained by orbital insolation forcing,
and may instead correlate with rapid, short-term changes in atmospheric C02 and
CH4 content.

- INTRODUCTION The examination of loess deposits provides a new means
Much of our understanding of the pattern and timing of of reconstructing long-term global changes of climate. Comn-

climate changes during the Pleistocene comes from studies parison of proxy climate records from loess deposits with
of drillcore taken from marine sediments, lacustrine sedi- those from ice sheets, and marine and lacustrine deposits
ments, and ice sheets [Martinson et al., 1987; Kashiwaya et found in other areas of the world reveals additional informa-
al., 1988; Lorius et al., 1989]. Sedimentation in these envi- tion on the character, rate, magnitude, distribution, and forc-
ronments is continuous or semi-continuous, and in some ing mechanisms of global climate changes, particularly as
cases remarkably complete geologic records of sedi- they affected sensitive terrestrial high latitude regions.
mentation spanning the last 105-106 years have been FROXY CLIMATIC RECORDS FROM
obtained (Figure 1). Variations in the nature and character MIGH LATITUDE LOESS DEPOSITS
of such sediments through time has been linked with the Thin eohan dust deposits may cover as much as 10% of
effects of global climate forcing on local environments. the earth's surface [Pye, 1987], but thick accumulations of

Similar long proxy records of climate change are loess are rare. Recently, it has been shown that 200-m-thick
extremely rare in terrestrial settings. Thick loess deposits, loess in China contains a record of at least the last 2A Myr
formed by the incremental accumulation of wind-blown [Heller and Liu, 1982], while 30- to 70-m-thick loess in
dust, are the closest terrestrial analogue to marine, lacus- unglaciated central Alaska is as old as 2.5-3.0 Myr [West-
trine, and ice sheet deposits. Loess in Alaska and other high gate et al., 1990]. Thick loess deposits are also present in
latitude regions generally accumulates seasonally, as dust unglaciated Siberia and eastern Europe, although their age is
entrained by wind from river floodplains is deposited not well known. This discussion of paleoclimatic records
mainly in the late spring, summer, and early fall. Thick loess from high latitude loess deposits will emphasize recent stud-
deposits integrate the results of many successive episodes of ies of Alaskan sections, although much of the discussion
deposition, and provide a smoothed record of environmental may be pertinent to the understanding of thick loess sections
;hanges. in Siberia and other high latitude areas.

594



reflecting wind intensity with geologic evidence of perma-
A frost or paleosol formation and paleoecologic data it is pos-

..- Ie Sheets sible to reconstruct many aspects of ancient climate and
2 .... oc0,tre environment in high latitude regions.S ...... .Loess Sedimentation rates of Alaskan loess vary from about

Marine 0.05-0.5 mm yr-l, with the highest rates occurring nearest

rivers which are loess sources, and lower rates at increas-
______ 0_ ,6_,__ o_ _O__I ingly distal and higher sites [Beg6t, 1990]. The wide range

.Pliocene ............. L.. -Pleton. .I.. ....... LI in sedimentation rate is important in loess paleoclimatic
Wisconsin-, 'Holo., studies, as the thickest, longest loess records generally occur

in areas of low sedimentation rate, while shorter records
with higher resolution can be found on younger geologic

Ice s surfaces nearer to loess sources.
L n $ custrIne Fossils are common in high latitude loess. In some cases

.- L. oess ,• entire large Pleistocene mammals such as mammoths ana]

-bison have been frozen and preserved in excellent condition
Ma"rine in permafrost in reworked loess, provding important infoi-

0 _. I ' ' mation on the paleoecology and paleoenvironments of high
SEDIME1ATINRATE (mmlyr) (Inn) latitude areas [Guthrie, 1990]. Not as well known are the

numerous examples of frozen soil and wood layers, includ-
ing perfectly preserved lcgs, plants, and leaves more than

Figure 1. (A). Comparative duration of Quaternary proxy climate 100,000 years old, which provide an unparalleled direct
records obtained from marine sediments, loess, lacustmine sedi- record of ancient high latitude environments during previous
ments, and ice cores. (B). Comparison of characteristic average interglacials [Edwards and McDowell, 1990; Beg~t et al.,
sedimentation rates fi~r long marine, loess, locstin, and ic shnegacas[dwrsadecoele19;tg~ ta.
proxy climatic seques•, 1991]. Many early man sites and artifacts have also been

found in loess, particularly in Siberia, Alaska, and China.

Alaskan loess is primarily derived from comminuted gla- DATING PALEOCLIMATIC RECORDS IN LOESS
cial silt. Large glacial rivers transport the silt for tens or Numerous geochronologic techniques are available to
even hundreds of kilometers downstream, where wind epi- date loess or materials commonly found in Alaskan loess
sodically remobilizes the silt from river bars [P6w6, 1955]. (Table 1). Techniques which have been applied to loess in
The thickest Alaskan loess has accumulated in low-lying the past include isotopic and radiogenic methods such as
vegetated and protected areas downwind but near major riv- conventional and accelerator mass spectrometry (AMS) 14C,
ers in unglaciated central Alaska [Beg6t, 1988]. K-Ar, Uranium-series, fission-track and isothermal plateau

Loess deposition in most mid-latitude areas of the world fission-track, and thermoluminescence dating. In some cases
was interrupted during major breaks lasting 103-104 years, it may also be possible to utilize the 39Ar- 4OAr method, and
corresponding to warm interglacial and interstadial intervals uranium-trend dating, electron-spin resonance, and cal-
when continental ice sheets disappeared and loess deposi- ibrated influx measurements of cosmogenic isotopes to date
tion stopped. In contrast, some Alaskan loess deposits coy- loess sections. A calibrated influx of tropospheric dust rich
ering at least 2-3 x 105 years appear to be essentially in magnetic particles has been used to date loess in China
continuous [Beg& and Hawkins, 1990]. Radiocarbon dating [Kukla, 1987; Kukla et al., 1988].
clearly shows that loess deposition has continued through Correlation dating methods, including soil stratigraphy
the Holocene in some areas of Alaska, and older loess [Colman et al., 1987], have proven to be very useful, espe-
deposits also appear to record sedimentation during both cially when coupled with independently obtained numerical
glicial and some interglacial periods [P6w6 et al., 1988; ages. Paleomagnetism and tephrochronology are particularly
Beg&t et al., 1990], perhaps because glaciers have rarely dis- important in Arctic loess studies. Some chemical and bio-
appeared from the mountains of Alaska during the Pleis- logic dating methods, including amino acid racemization
tocene. Consequently, Alaskan loess can be used to studies of wood and mo!Ausc shells, may also be applicable
reconstruct changes in Arctic environments during both gla- (Table 1).
cial and interglacial periods of the past, and contains an unu-
sually comprehensive record of prehistoric global climate TESTING CLIMATIC CHANGE MECHANISMS:
changes in high latitude regions. ASTRONOMIC MODELS AND ATMOSPHERIC

The processes which produce loess are responsive to cli- CO2 AND CH4 CHANGES
mate change. Loess is mobilized in suspension during large The astronomic model of climate change links the small
windstorms, and so is subject to efficient density frac- fluctuations in insolation caused by the orbital geometry of
tionation during eolian transport. The maximum and modal the earth with the major glacial/interglacial fluctuations of
grain size, mineral content, deposition rate, magnetic sus- the Pleistocene ice ages [Hays et al., 1976]. The discovery
ceptibility, and other characteristics of loess deposits change of periodic forcing at frequencies characteristic of orbital
with distance away from a dust source, and vary through influences in paleoclimatic time series obtained from marine
time at a single site in response to changes in the intensity or sediments constitutes strong evidence in favor of this
direction of predominant winds [Beg6t et al., 1990]. By hypothesis [Imbrie and Imbrie, 1980].
combining magnetic susceptibility and grain size data The sedimentologic characteristics of loess deposits are
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Dating Methods Material Dated Other
Applications

Radiocarbon wood, charcoal,
soil, bone ma 7 -n

K-Ar, 39Ar-4OAr tephra m,l r,--

U-series bone, wood m,l (.
Fission-track (conven- tephra minl
tional, thermal plateau) t Croi = - Old Crow

Thermoluminescence loess mil Tephra
Ectiron-spin resonance loess m,1 i Y
Cosmogenic isotope influx* loess g 0 w-
Magnetic susceptibility loess ma Lo i
Paleomagnetics loess mJ < -
Tephrochronology tephra m,l,g
Amino-acid raceinization shells, wood m,!
Soil stratigraphy paleosols 0.
Paleoecolo~ic forest layers, pollen I
Sedimentation rate loess mi,l,g
Orbital tuning loess m,l

Table 1. Dating techniques aplicable to loess sequences. C I Ml I
*dating technique has not yet tested on loess. 0
ie=marine, l=lacustrine, g=Sie sheet. 0

C-c

very different from those of marine sediments, and reflect a z E
very different set of physical processes. The proxy climate 0Orbtal Input
record obtained from loess constitutes a set of data obtained a-
and dated independently from the marine record which can 0 50 100 15O 200
be evaluated for periodic forcing using time series analysis C
(Figure2). 00 _

The ages of recent loeis deposits in central Alaska wereestimated using several different methods. The radiocarbon 44

method was utilized back to its limit at ca. 35,000 years _ I
B.P. [Begdt. 1990]. A strong buried paleosol formed at a
time when spruce was present in interior Alaska during the
last interglaciation is assigned an age of 0.125 Myr based on o 50 100 I5O 200
correlations with last interglacial forest beds and pollen KYRS BP
sequences [Edwards and McDowell, 1990; Beg6t et al.,
1990, 1991]. The age of older and younger loess is deter- Figure 2. Typical proxy climate record from Alaskan loess, corn-
mined by linear interpolation between the surface and radio- pared with summer insolation at 65°N and normalized marine iso-
carbon-controlled datums, and the major buried paleosol topic record. Correlation based on radiocarbon dating of loessThe Old Conrowteh rct datents, and th o 0.4 0.0Mr b yried palsequences to ca. 35 kyr B.P., and position of Old Crow tephra (140
The Old Crow tephra, recently dated to 0.14 ± 0.01 Myr by +10 kyr B.P) below last interglacial paleosol complex.
the isothermal plateau fission-track method [Westgate,
1988, 1989; Westgate et al., 1990] occurs below the last
interglacial paleosol at several sites across central Alaska There are also several brief (102-103 years) climate
[Begdt et al., 1991], consistent with the general chronology events recorded in Alaskan loess which occurred too rapidly
developed for the upper parts of Alaskan loess sequences. to be explained by the earth's orbital elements, which can

Analysis of loess time series data has revealed forcing at only produce slow, regular variations in insolation with peri-
periods of ca. 100 Kyr, 41 Kyr, and 23 Kyr, values close to ods of 104-105 years [Berger, 1978]. Some of the transient
those characteristic of earth's orbital geometry [Beg6t and climate events recorded in Alaskan loess may correlate with
Hawkins, 1989]. Although the 100 Kyr periodicity may not rapid changes in global atmospheric CO2 and CH4 content
be significant because of the brevity of the record, the 41 documented by recent studies of atmospheric gas bubbles in
Kyr and 23 Kyr periodicities are statistically robust 3nd ice cores.
appear to record the effects of orbital obliquity and pre- During latest Pleistocene time rapid increases in atmos-
cession on loess deposition in Alaska. Proxy climatic data phenic CO2 occurred about 13,000 years B.P. [Barnola et al.,
from Alaskan loess therefore provides independent support 1987]. In Alaska, an interval of pronounced warming named
for the astronomic model of climate change. These results the "Birch Period" is recorded in palynological records at
are particularly interesting because Alaskan loess sections about this time [Ager, 1982], as well as the initiation of
lie at 640N, very near the latitude where insolation changes loess deposition in some upland areas where erosion or coy-
show the strongest correlation with global changes during ersand deposition had predominated [Bigelow et al., 1990].
the last two million years. The new dates on the Old Crow Subsequent rapid decreases in global atmospheric CO2 from
tephra by Westgate and others [1990] provide an oppor- ca. 300 to 250 p.p.m.v. [Dansgaard and Oeschger, 1989]
tunity to calibrate and extend the loess chronology and re- and CH4 from ca. 0.65 to 0.48 p.p.m.v. (Chappellaz et al.,
evaluate the orbital forcing mechanism. 1990] occurred at about 11,000-10,500 years BY., at the
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time of the dramatic "Younger Dryas" cooling in northern to those of modem values. However, dramatic growth of
Europe. However, the atmosphere is chemically well mixed, permafrost and high wind intensities recorded in central
and global climate models show that decreases in the Alaskan loess of mid-Wisconsin age suggests a particularly
"Greenhouse Effect" due to reductions in atmospheric CO2  cold climatic interval [Hamilton et al., 1988; Beget, 1990].
and CH4 concentrations, such as occurred during the latest The transient high latitude cooling may reflect an interval
Pleistocene, cannot be restricted to one region of the planet. centered at 42 Kyr when atmospheric CO2 composition

Some evidence suggests widespread climate changes decreased to ca. 180-200 p.p.m.v. and CH4 dropped to ca.
occurred at this time, particularly in high latitude regions of 0.40 p.p.m.v., values similar to those reached during the
the southern hemisphere [Heusser and Rabassa, 1987; He as- peak of full glacial conditions [Bamola et al., 1987; Chap-
ser, 1989; Chappellaz et al., 19901. Microfaunal and isotopic pellaz et al., 1990].
marine data from the northwest Pacific Ocean also show The apparent links between transient intervals of atmos-
clear evidence for latest Pleistocene cooling [Kallel -'t al., phetic CO2 increase, and episodes of significant warming,
1988]. Loess data from Alaska suggest wind intensity permafrost degradation, and generally lower wind intensities
briefly increased at this time, together with transievit recorded in Alaskan loess during the Birch Period at ca. 13
decreases in regional pollen influx rates [Bigelow et al., Kyr and the Fox Thermal Event at ca. 30 Kyr, are sig-
19901, perhaps due to the cooling of the northwest Pacific nificant for our understanding of the effects of the modem
Ocean or perhaps in response to changes in atmospheric anthropogenic increase in global atmospheric CO2. The dis-
CO2 and CH4 content, covery that brief, natural fluctuations in atmospheric CO2 in

During the mid-Wisconsin a similar relationship seems to the past have been associated with intervals of climate
exist between intervals of high and low wind intensity and change in high latitude areas provides support for Green-
transient atmospheric CO2 and CH4 changes as delineated house models of climate change. These data support global
by ice core studies. A significant interval of climatic warm- climate models which suggest atmospheric CO2 and CH4
ing and permafrost degradation at ca. 30,000 years is content plays a very important role in modulating global
recorded in several areas of Alaska [Hamilton et al., 1988]. climate.
This episode, named the "Fox Thermal Event," is also If natural short-term changes in atmospheric CO2 have
recordc.i as an interval of low wind intensity in multiple produced significant climate changes in high latitude
loess st.iions [Beg6t, 1990], and correlates well with a tran- regions, as is suggested by recent studies of paleo-
sient ihterval of high atmospheric CO2 and CH4 content climatologic records in Alaskan loess, then it seems likely
[Chappellaz et al., 1990]. The mid-Wisconsin, ca. 33-45 that the large increase in atmospheric CO2 occurring during
Kyr, is an interval of relatively high insolation values, when this century due to modern use of fossil fuels may also have
orbital parameters would produce summer insolation close a significant effect on climate in high latitude regions.
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Global Change and Thermal History as Recorded by
Northern North American Tree-Ring Data

G. C. Jacoby and R. D. D'Arrigo
Tree-Rirg Laboratory, Lamont-Doherty Geological Observatory, Palisades, New York, U.SA.

ABSTRACT
Thermal regimes and heat exchange of the polar and subpolar regions play a key

role in global climatic change. Principal components analysis of instrumental data
for the globe indicate that northern high latitude temperatures are a very strong
component of global temperature variations. Tree-ring data from thermally respon-
sive sites in Canada and Alaska yield records of polar and subpolar temperature
changes for centuries prior to the relatively short period of instrumental measure-
ments. Tree-ring width based reconstructions of Arctic and northern North Amer-
ican temperatures through 1973 reflect the general positive trend in large-scale
irstrumental data over the past century. These reconstructions, as well as the raw
tree-ring measurements, show that this recent period of warming is unusual relative
to the prior few centuries. More recently developed data from Canada confirm pre-
vious reconstructions. A maximum latewood density chronology from the North-
west Te.'ritories shows a stronger climatic response to warm-season temperatures
than ring width data from the same trees. The density information also s~iows a
response to several other temperature-related parameters, including ground-level
solar radiation measurements.

In detecting and quantifying global climatic change, tree-ring analysis of high
latitude trees provides evidence of recent wide-scale warming in northern North
America. This warming will affect boreal forests, northern waters, and human activ-
ities. However, more studies are needed to better determine the extent of recent and
possible future climatic change and the resulting environmental consequences.

- INTRODUCTION attributable to the time series of annual temperature depar-
As concern increases about possible anthropogenic influ- tures for the Arctic zonal band (64-900N) [S. Lebedeff, per-

ences on climate, much attention is being focused on where sonal communication]. Although the high northern latitudes
the changes of greatest magnitude will take place. Modeling are important climatically [e.g., Kelly et al., 1982; Walsh
studies using General Circulation Models, or GCMs, as well and Chapman, 1990], temperature records from this region

are scarce and relatively short. This impedes character-
as compilations of hemispheric temperature dat, indicate ization of natural long-term climatic variations as well as
hat the northern polar and subpolar regi-. s are key areas of evaluation of the significance of recent warmer temper-

modeled or recorded change [e.g., Jones et al., 1986; Mitac - atures.
sen and Lebedeff, 1987, 1988; Hansen e" al. 1988; Mitchell, In this paper we review some recent studies which we
1989; Schneider, 1989]. The larger response is due to vari- have made of tree growth in the North American boreal
ous climatic feedback effects (Hansen et al., 1988; Mitchell, forests and the growth relationships to northern high latitude
1989; Schneider, 1989]. Based on principal components climatic changes over the last several centuries. The north-
analysis or PCA (Figure 1) much of the variance in the em limit of tree growth in North America is largely situated
zonally averaged instrumental temperatures for the globe is south of the 64-90°N Arctic zone. This is especially true in
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1.0 Although air temperature is indeed important, soil tern-
perature and direct insolation also play a significant role in,
-espectively, root and needle biochemical processes

0.8. [Kramer and Kozlowski, 19791. Variations in borehnle tem-
peratures in northern Alaska show an increase at shallow
depths indicating actual warming of the near surficial zone

o0.6 in recent times [Lachenbruch and Marshall, 1986]. Such
warming should increase the duration and depth of melting

4 "of the active layer, which is also the root zone for trees ino, .4 permafrost areas. A potentially deepWr root zone and
enhanced nutrient recycling due to warmer temperatures
should both benefit tree growth.

0.2,
TREE-RING CHRONOLOGIES AND
RECORDED TEMPERATURE DATA

1 2 3 4 5 6 7 Using tree-ring series from sites selected for their thermal
ZONES ecophysiological characteristics, a data set has been assem-

bled which represents tree growth over 90 de-grees of lon-Figure 1. First eigenvector loadings based on principal com- gitude in North America (Figure 2, Table 1). The
ponents analysis (PCA) for 7 temperature zones for the globe rom
Hansen and Lebedeff [1987]. The eighth zone, representing t- geographical extent of the sites used in our modeling of Arc-
arctica, was not included due to less complete data coverage [S. tic zone temperatures covers about one wave length of the
Lebedeff, personal communication]. Rossby waves over North America [Chang, 1972] and may

be considered to represent approximately 25 percent of a cir-
eastern Canada where the treeline dips southward. However, cumpolar linear transect.
the position of the forest-tundra ecotone in North America The compiled tree-ring records, primarily of the species
tends to follow the mean position of the polar front in sum- white spruce (Picea glauca [Moench] Voss), extend over
mer [Bryson, 1966] and the northern forests are strongly three hundred years and some trees have survived over five
influenced by polar air masses and related changes in atmos- hundred years (Table 1). The tree-ring information was used
pheric circulation and temperature. to develop quantitative reconstructions of annual tem-

perature variations (see below). These estimates indicate
NORTHERN TREE GROWTH AND TEMPERATURE that we are in an unusually warm period relative to the prior

The dominant factor limiting tree growth in the extreme few centuries.
northern forests is temperature [for a review see Jacoby et Several of our dendroclimattc analyses have been made
al., 19851, allowing the growth characteristics of some of using the temperature data set compiled by Hansen and
these trees to be used as proxy series of temperature van- Lebedeff [1987, 1988], consisting of 80 equal area boxes for
ations. Early observers realized that tree-ring widths from the globe. This data set was developed using a spatial aver-
high latitude trees correlated with summer surface air tem- aging technique, in which temperature information is incor-
peratures [e. g., Giddings, 1943; Hustich, 1956]. However, porated which may be outside of the ac(tual zone or box but
more recent studies indicate that this is really an over- is still relevant to temperature within these areas. The tern-
simplification [Garfinkel and Brubaker, 1980; Jacoby and perature data from individual stations are weighted by the
Cook, 1981; Jacoby and Ulan; 1982]. One reason why the distance from the subboxes used to assemble a particular
tree growth-summer temperature relationship is over- box [Hansen and Lebedeff, 1987, 1988]. Data are included
simplified is that the trees used in northern tree-ring studies up to 1200 km from the center of the subboxes. Temperature
are primarily evergreen conifers, in which photosynthesis data extending south to about 55°N are thus included in the
can take place over a much longer season than the relatively temperatures for the Arctic zone or Zone 1. The distant tern-
short summer period of actual cambial-cell division. In the peratures, in this case extreme southern data, are weighted
Subarctic photosynthesis continues down to temperatures much less than those within the boxes. This process is very
near freezing [Kramer and Kozlowski, 1979]. The photosyn- important in developing the data for the Arctic zone where
thates are stored and used in the summer radial growth sea- there are few long-term stations. The predictor time series of
son. The combined influences of fall and spring the box itself is described as the "...temperature trend or
photosynthesis and milder winters can impart a temperature temperature change..." and it is this temperature change that
response beyond the summer season of cambial-cell division is reconstructed. The zonally averaged band of Zone i tem-
and radial growth [e.g., Fritts, 1976; Kramer and Kozlowski, peratures thus overlaps with the geographical regions where
1979; Garfinkel and Brubaker, 1980; Jacoby and Cook, our tree-ring sites are located, some of which are to the
1981; Jacoby and Ulan, 1982; and from correlations south of 64-90°N (Figure 2). Temperature analyses were
between certain treeline chronologies and monthly tern- also made using temperature box data to the south of this
peratures for the cooler seasons], zone, as well as with local station data.

Another complication is that moisture stress can be a
major limiting factor at drier sites where there are permeable METHODS AND ANALYSES
soils with little moisture retention. At wetter sites, low soil Ring Width Data
temperatures can inhibit water uptake and also cause mois- A reconstruction of Arctic (Zone 1) temperatures was
ture stress [Goldstein, 1981]. previously presented in Jacoby and DArrigo [1989] (Figure

600



Site Location Lat. (N) Long. (W) Species Years

1. 412 Alaska 67 56 162 18 PIGL 1515-1977*
2. Arrigetch ,Maska 67 27 154 03 PIGL 1586-1975*
3. Sheek Alaska 68 38 143 43 PIGL 1580-1979*
4.T= -Yukon 65 00 138 20 PIGL 1459-1975*
5. Mack ML NWT 65 00 127 50 PIGL 1626-1983
6. Coppermine NWT 67 14 115 55 PIGL 1428-1977*
7. Homby NWT 64 02 103 52 PIGL 1491-1983*
8. Churchill MB 58 43 094 04 PIGL 1650-1988
9. Cape QB 56 10 076 33 PIGL 1663-1982

10. FLChkao QB 58 22 068 23 LRL 1650-1974
11. Gaspe QB 48 35 065 55 THO 1404-1982*
12. S.W. Pond LB 56 31 061 55 PIGL 1602-1988

Table 1. Site information of northern tree-ring chronologies used to reconstruct Arctic temperatures. Starred sites are those used to recon-
strict temperatures for nonhern North America. PIGL = Picea o/auca. LRL = Larix laricina, THO = Thuja occidmnta/is. NWT = Northwest
Territories, MB = Manitoba QB = Quebec. LB = Labrador.

gotO" 12* 9*

Figure 2. Map of northern North America. Large numbers are the boxes from the global temperature data set of Hansen and Lebedeff [19871.
Outlined are the boxes 1, 2, 6 and 7 used in the reconstruction shown in Figure 3b. Box 5 has a large Pacific maritime area not covered by the
tree sites. The Arctic reconstruction (Figure 3a) uses the temperature data from boxes 1 and 2 and the two Arctic boxes over Europe and the
USSR. Small numbers are the sites of the tree-ring chronologies used in this study.
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RECONSTRUCTED ARCTIC ANNUAL TEMPERATURES
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Figure 3. Annual temperature reconstrucdons for northern waudes. a: Reconbructed annual Arctic or Zone I temperatures [as in Jacoby and
D'Arrigo, 1989]. b: Reconstnucted annual temperatures for northern North America from boxes 1, 2. 6 and 7 from Hansen and Lebedeff
[1987]; as in D Arrigo and Jacoby [1992].

3a). The reconstruction shows a cooler period around the in Figure 2. It encompasses four temp'rature boxes (1, 2, 6
time of the Maunder Minimum, a relative warming in the and 7) as delimited by Hansen and Lebedeff [1987, 1988]
1700s, an abrupt cooling in the early 1800s and a gradual which cover much of northern North America. The locations
warming trend over the past century (Figure 3a). In more of the seven tree sampling sites used are contained within
recent modeling we improved the spatial coverage and data this four-box area (these sites are starred in Table 1). The
by adding a chronology from northern Labrador, an area of longer tree-ring data set enables us to produce a reconstruc-
relatively weak coverage (Figure 2, Table 1). Also, the chro- tion back to A.D. 1600 and is very similar to the Arctic
nology from Churchill, Manitoba (Figure 2, Table 1) was reconstruction. The trends for the common period are gener-
modified to include data with more low-frequency climatic ally the same. For the earlier period of 1600 to 1671, this
infornation (Scott, P. A., personal communication). The reconstruction shows an extended cool interval for the early
standardization of the raw tree-ring widths for the two new 1600s and some moderation in the mid-1600s.
chronologies was done to preserve both high and low fre-
quency variance in the resulting chronologies [Jacoby and Density Studies
D'Arrigo, 1989]. The reconstruction using the two new chro- An important method which is only now being used
r.logies is essentially the same as the previous one shown extensively in dendroclimatology is densitometric analysis
in Figure 3a [Jacoby and D'Arrigo, 1989] but the calibration of tree-ring samples [Schweingruber et al., 1978; Hughes et
and verification for different time periods are improved. al., 1984; Conkey, 1986; Yanosky and Robinove, 1986;

In addition to the reconstruction for the Arctic we also Briffa et al., 1988; Jacoby et al., 1988; Schweingruber,
,,clec'ted a subset of seven of the longest chronologies in 1988; Thetford et al., 1991]. Briefly, the densitometric data
order to reconstruct annual temperatures for northern North from trees can provide a much better indicator of inter-
America [D'Arrigo and Jacoby, 1992]. This region is shown annual climatic change, with the season of strong direct
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FRANKLIN MTS, NWT MAXIMUM DENSITY CHRONOLOGY
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Figure 4. Tree-ring time series of white spruce for Franklin Mountains, N.W.T., Canada obtained using an image analysis system [Thetford
et al., 1990]. a: Maximum latewood density chronology. b: Ring width chronology.
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240 . ... ...- , .... ......... chronologies. As noted above the temperatures of the high
latitude regions contain much of the variance of the northern

220. hemisphere if not global temperature. The two reconstruc-
200' ,tions indicate that we are in an unusual warming period. Part

200' *. A4 of this warming, shown by compilations of temperature

I1O records which only extend to about 1880, can be considered
a recovery from the unusual cold of the Little Ice Age. How-ISO, ever the warming since the beginning of this century and the

140 retum to warming after the brief mid-century cooling are
unusual in the context of the past three and possibly four
reur t w a t b mid.century centuries.

12 -J J ..I .. .. aIA a-aa -a.....II ~aas ___C flW 5

1940 1945 1950 1955 1960 1965 1970 1975 1900 Much attention has been given to the possible growth
M enhancement in trees and other vegetation by the increased

Figure S. Actual (solid line) and estimated (dashed line) April to levels of carbon dioxide. In each of these and other recon-
August degree days >50C for Norman Wells, N.W.T. Canada. structions we have made using high latitude trees we have
Estimates (using regression analysis) are based on Franklin Moun- examined the residual error after the climatic modeling. If
tains, N.W.T. maximum latewood chronology data. there were any nonclimatic increase in growth following a

relatively monotonic cause like increased carbon dioxide,
response to temperature often being much longer than for there should be a similar trend in the residual error. In the
ring widths. particular high latitude tree species analyzed (through 1973)

For a site in the Franklin Mountains, N.W.T., maximum we do not see such a trend.
latewood density and ring width chronologies have been The selection to maximize climatic, i.e., temperature,
developed (Figure 4ab) using an image analysis technique response does not necessarily result in representative curves
and software [Thetford et aL, 19911. Significant correlations of typical growth for other boreal trees. Thus recent trends
between the density data and degree day data (>5°C) from in these trees and sites may not reflect the general growth
nearby Norman Wells, N.W.T. extend over five warm- trends of boreal forests as a whole. To a large degree many
season months rather than only two months for the ring trees of the boreal forests do have their growth limited by
widths. Actual and estimated degree days for April to temperature effects. However, at dry sites or where perma-
August are shown in Figure 5. In addition to correlations frost melting could lead to paludal conditions, trees could
with monthly summer temperatures, the year-to-year maxi- show reduced growth. Warmer conditions could also lead to
mum latewood density variations also correlate with changes in tree species, diseases and insects present, fire fre-
ground-level solar radiation measurements. As more density quency, and other changes in the forests. Other repre-
chronologies are developed for high latitude trees in North sentative growth sites and trees need to be selected to study
America, the temperature reconstructions will substantially changes in forest response to climatic change.
improve and we will gain more insight into annual and sea- Changes in climate, sea ice distributions, potential agri-
sonal temperature variations in time and in space. cultural environments, and forests may produce dynamic

effects in the polar and subpolar regions. Therefore it is cru-
DISCUSSION AND SUMMARY cial to improve and extend the temperature reconstructions

The analyses described above are based on tree-ring data back through the major warm period of the last thousand
from sites carefully selected for minimal moisture stress, years (i.e., the Medieval Warm Epoch), and to e luate the
openness and exposure to lower-angle insolation. The selec- present climate relative to that period when iesumably
tion is an attempt to reduce the effects of stand dynamics, there was no anthropogenic carbon dioxide effect. This
paludal effects due to melting of permafrost or drainage information about natural variation in long-term climate
changes, fire, animal (including human) disturbance, and must be understood for evaluation of any possible anthropo-
other nonclimatic factors. Within each site the ring widths genically altered global climate change.
have common 'ow-frequency variations as well as common
year-to-year variations. Tree physiology considerations, as ACKNOWLEDGMENTS
noted above, and regression analyses indicate the ring-width We acknowledge helpful reviews from E. R. Cook, J. T.
variations at the selected sites are responses to, and thus Overpeck and P. Anderson. This research was supported by
recorders of, thermal information beyond merely air tem- Grants ATM89-15353, ATM87-16630, ATM85-15290 and
perature during the summer season of radial growth. Regres- ATM83-13789 from the Climate Dynamics Program of the
sion analyses show the ring width data to be good predictors National Science Foundation, and Grant No. NAGW-1851
of lbxge-scale annual temperature variations. The resulting of NASA. We thank J. Hansen and S. Lebedeff for use of
reconstructions of annual temperature changes for the Arctic their temperature data. We also thank the Government of
and the four North American boxes (Figure 3) follow very Canada for logistical assistance. This paper is Lamont-
closely the variations in the first amplitude of the tree-ring Doherty Geological Observatory Contribution No. 4796.
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The Antarctic Ice Core Record
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_ ABSTRACT
W• • Recently, ice core records from both hemispheres, in conjunction with other
() proxy records (e.g., tree rings, speleothems and corals), have shown that the Little

Ice Age (LIA) was spatially extensive, extending to the Antarctic. This paper exam-
ines the temporal and spatial characteristics of the dust and 8180 information from
Antarctic ice cores. Substantial differences exist in the records. For example, a 550-

N • year record of 8180 and dust concentrations from Siple Station, Antarctica suggests
__ that warmer, less dusty conditions prevailed from A.D. 1600 to 1830. Alternately,
__ dust and 8180 data from South Pole Station indicate that opposite conditions (e.g.,

0 cooler and more dusty) were prevalent during the LIA. Three additional Antarctic
8180 records are integrated with the Siple and South Pole histories for a more com-
prehensive picture of LIA conditions. The records provide additional support for
the LIA temperature opposition between the Antarctic Peninsula region and East
Antarctica. In addition, periods of strongest LIA cooling are not temporally syn-
chronous over East Antarctica. These strong regional differences demonstrate that a
suite of spatially distributed, high resolution ice core records will be necessary to
characterize the LIA in Antarctica.

INTRODUCTION A.D. 1450-1880; (3) of maximum data coverage; (4) for
The broad spectrum of chemical and physical data pre- which multi-proxy reconstructions are possible; (5) when

served within ice sheets and ice caps provide a multifaceted annual and decadal resolution is possible so that leads and
record of both the climatic and environmental history of the lags in the system can be studied; and (6) when causes of
earth. Over the last three decades, ive cores have provided these changes remain undetermined. In the last decade ice
new details about the magnitude, direction, and rate of cli- cores have been recognized increasingly as sources of very
matic change durirg the last 160,000 years. These histories highly resolved paleoenvironmental time series. Here we
serve as comprehensive case studies that can improve our examine the characteristics of the most recent neoglacial
understanding of future changes in the global environment, period or Little Ice Age as it is preserved in Antarctic ice

Clarification of the course of future climatic changes cores.
requires understanding the origin of the natural variability
within the environmental system on time scales ranging ANTARCTIC ICE CORE RECORDS
from decades to centuries [IGBP, 1989]. The Holocene The histories discussed below originated from different
record (-last 10,000 years) offers the temporal and spatial areas of the Antarctic (Figure 1) which are characterized by
detail necessary to characterize that variability. The last sev- quite disparate net balances, mean annual temperatures, sur-
er' thousand years of the Holocene provide the best oppor- face climatologies, and ice flow regimes. Dating of ice core
tq.nity to study decadal- and centennial-scale processes as it records is the first, critical step in paleoclimatic reconstruc-
is the period (1) most relevant to human activities, both tion and dating precision varies widely among these records.
present and future; (2) of extremes within the Holocene The net annual accumulation and temperature of a site, as
warm period including the "Little Ice Age" period from well as the sample sizes selected for indiviaual analyses,
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A second isotopic record available from South Pole con-
sists of a very detailed (-900 samples), continuous deu-

O-f terium (SD) record for the last 100 years with an estimated
accuracy of ±5 years. The annual averages for A.D. 1887-
1977 and the smoothed curves used in this pape- are repro-

_J.f , Fs I Aduced from Jouzel et al. [1983].
" /WM' Dome C (74°39'S; 124*10'E; 3240 masl). The low net

F,~ annual accumulation (-37 mm H20 eq.) at Dome C (Figure
1) precludes establishing an annually resolved record. The
most detailed 8180 records of the last 1000 years for Dome

A.W4W-SCO11 C are from the upper 100 m of two cores drilled in 1978 and
SSh1979 [Benoist et al., 1982]. Due to the large variability in

Byr ,stom .Vostok •net accumulation, a high level of smoothing was required to

Abs m C,• ,cosey reduce the noise. Smoothing with filter band w.dths of 512
.oot c and 170 years precluded extraction of a detailed record.

------ T340: Filcimer-Rorine Ice Shelf (-78060'S; 55%1). A
100-meter core was drilled in 1984 at site T340 on the

' 57. / Filchner-Ronne Ice Shelf (Figure 1) by the German Ant-
D~••,D'U,, arctic Research Program [Graf et al., 1988]. Net annual

accumulation at T340 is -155 mm H20 equivalent. The core
5 •s was dated using the seasonal variations in 8180 preserved in

much of the core. The quality of the 8180 record, and thus
Figure 1. Core sites and meteorological stations discussed in the the time scale, was compromised by partial melting in the
text. upper part of the core. Essentially, 479 annual layers were

identified by 8180 and of these, 80 were expressed as small

limit the time resolution possible. To examine the last 500 maxima or shoulders on larger peaks. In addition, 5 in of
years as recorded in Antarctic ice cores, annual- to decadal- core were unavailable. Extrapolating from surrounding ý--
time resolution is essential and the precision of the time tions led to the addition of 41 years, representing this - ri
scale is a major consideration. Data drawn from other section. Thus, a total of 520 years was estimated for the cnr-
authors are presented as faithfully as possible with respect to which gives an age of A.D. 1460 for the bottom. N,7 :- j-
time, and any annual or decadal averages presented were mate of accuracy was given for the dating of T340.
calculated from the time series as originally published. The Law Dome (66*44'S; 112 050'E; 1390 masl). The Austra-
reader is encouraged to review the original records if more lian National Antarctic Research Expedition recovered a
specific information is desired. 473-meter ice core (BHD) in 1977 from the summit of the

Siple Station (75 055,S; 84*15 W; 1054 masl). A 550-year Law Dome. The net annual accumulation at the site of core
record of the concentrations of dust, 8180, and S042- was BHD is -800 mm H20 and the annual layers thin to approx-
obtained from a 302-meter core drilled in 1985/86 at Siple imately 110 mm H20 eq. at 450 m. Pit studies and total Beta
Station (Figure 1). This core was cut into 5757 samples each radioactivity profiles confirm the annual character of the
for micropardicle concentrations and 8180 and into 3492 well-preserved 8180 sinnal. The upper 28 m (1950-1977)
samples for S0 42- analyses. The small sample size (and thus were cut into roughly iJ samples per year to verify the sea-
large number of samples) was necessary to isolate seasonal sonality of the 8180 record. Below 28 m, 8180 was meas-
signals for establishing the best possible time scale. Both ured in selected sections and the results were extrapolated
8180 and S0 4 2- records exhibit excellent seasonality over intervening core sections. Recognizing that this intro-
throughout the entire 302 meters [Mosley-Thompson et al., duces some uncertainty in the dating, Morgan [1985] sug-
1990] and were used to produce the time scale which has an gests a dating accuracy of ±10%.
estimated error of 10 years at A.D. 1417 (2%). Mizuho Core (70*41.9'S; 44°19.92E; 2230 masl). A 150-

South Pole Station (90"S; 2835 masl). A 101-meter core meter core was drilled at Mizuho Station by Japanese Ant-
drilled at South Pole in 1974 was cut into 5218 samples for arctic Research Expeditions between 1970 and 1976 [Wat-
the analysis of microparticle concentrations [Mosley- anabe et al., 1978]. Mizuho is situated in the Antarctic
Thompson and Thompson, 1982] which were used to estab- coastal zone (Figure 1) in a region dominated by katabatic
lish a 911-year record. The core was also cut into 1024 sam- winds.The mean annual accumulation is -450 mm H20
ples for 8180 analyses at the University of Copenhagen. The equivalent, but removal of material by wind produces hia-
8180 samples were cut to approximate a single year as tuses in the annual record making reconstruction of a con-
defined by the current accumulation rate coupled with a tinuous 8180 record from the 150-m core impossible. No
steady state calculation of layer thinning with depth. There- obvious seasonal cycles in 8180 were found. Principally, the
fore, the 8180 record does not contribute to the refinement core was dated by matching prominent isotope features to
of the time scale. The 8180 data have been converted into a similar features in the upper part of the Camp Century,
time series using the time-depth relationship derived from Greenland core which were assumed to be correlative.
the particulate record. The 8180 data from 1974 to 1982 Thus, it is impossible to assess the quality of the time scale,
were obtained from a pit 4 km from the station [Mosley- but the error is likely to be higher than for other cores con-
Thompson et al., 1985]. sidered here.
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SURFACE TEMPERATURE AND 6180: ANTARCTIC ISOTOPE RECORDS
A.D. 1945-1985 SINCE A.D. 1500

Annual 6180 averages, like surf.ice temperatures, exhibit
interannual variability in response to large-scale circulation -29.0 SIPLE

changes which control the frequency, duration, intensity, 12/.. .
and seasonality of precipitation from cyclonic storms. In
addition, ice core records contain glaciological noise super-
imposed upon the input signal by both surface and post-
depositional processes. The climatological utility of an ice -30.5 1

core record as an environmental proxy depends upon -26.0.•4 FINERONNE

whether or not it reflects larger- or regional-scale climatic -26 85
trends. This assessment for Antarctic ice core records is hin- ',
dered by the poor availability of long meteorological obser- A AIo
vations [DOE, 1987]. -27.5I

Comparison of 8180 and surface temperatures provides a -28 0
crude estimate of the larger-scale representativity of the ice -28.5J I
core record although there are weaknesses in this approach -30.0o- I

[see Peel et al., 1988 for discussion]. Mosley-Thompson MIZUHO: I
[1992] provides a more extensive discussion of the compari. -32.0.' I

son of 8180 annual averages and meteorological observa-
tons for the period of overlap: A.D. 1945-1985. -
Essentially, conditions at Siple Station reflect those preva;l- g -36.0

ing in the Peninsula more frequently than those prevailing P
over the polar plateau. In general trends in surface temper- -38.0
atures in the Peninsula are "out of phase" with those in East I, 195 2000

Antarctica. Likewise, the annual 8180 records from Siple I 2 1.oOM

and South Pole are out of phase suggesting that trends in the -
8180 records are consistent with trends in surface Z-22.0
temperatures. • -22.5-

THE RECORDS SINCE A.D. 1M0 0 -230]
-23.5

The most recent widespread Neoglacial episode (approx- -5o.o-
imately A.D. 1500-1880), evident in reconstructed Northern SOUTH POLE I

Hemisphere temperatures [Groveman and Landsberg, 1979] -50.5.
and proxy records [Lamb, 1977; Grove, 1988], is commonly
referred to as the Little Ice Age (LIA). Figure 2 illustrates -51.

the five Antarctic ice core 8180 histories with sufficient
time resolution and precision to examine environmental
conditions over continental Antarctica during the last 480 -52.0-1
years. A record from the Quelccaya ice cap [Thompson et -17.0"o-. OUE'LCCAYA' PERU,•

al., 1986], located at 140 S at 5670 meters on the Altipiano -17.5 ,
of the southern Peruvian Andes, is included as it closely -18.0 '

resembles Northern Hemisphere temperatures reconstructed A

by Groveman and Landsberg [1979].
For the records in Figure 2, the Mizuho time scale is the -19.0.

least precise while that for Siple is the most precise. Partial -19.s
melting makes assessing the Filchner-Ronne T340 time -20.0
scale difficult; however, if approximately 20 years were 1500 1550 1600 1650 1700 1750 1800 1850 1400 1950 2000

missing from the upper part of T340, the major warm and YEAR (A.D.)

cool events would correspond fairly well with those at Siple.
Such errors are possible as the upper part of the core was Figure 2. Isotope records for A.D. 1500 to the present for these

affecdcontained most of the m ing core locations: Siple, T340, Mizuho, Law Dome, and South Pole. A
affected by melting and ocomparable record for Qruelccaya Ice Cap, Peru is included. Each
sections for which extrapolations were used. In addition, the time series mean is illustrated by the horizontal line. Isotopic val-
"T340 8180 record was adjusted for increasing continentality ues below the mean suggest cooler than normal temperatures and
(180 depletion) with depth in the core due to northward ice are shaded.
shelf movement and was finally smoothed with an unspec-
ified filtering function [Graf et al., 1988].

Only selected sections of the Mizuho and Law Dome iability. To facilitate comparison, a 48-point (or 48 year)
cores were analyzed. This discontinuous sampling results in Gaussian filter was used to smooth the annual data for pres-
a smoothed appearance. By contrast, the South Pole, Siple, entation in Figure 2. The horizontal line is the time series
and Quelccaya records were continuously analyzed, are average for each core and values below the mean, inter-
annually resolved, and thus exhibit a higher degree of var- preted as cooler than average temperatures, are shaded.
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The dust concentrations in cores from Siple and South

DUST CONCENTRATIONS Pole suggest further differences. Figure 3 illustrates the 10-

( a 0.63 am) ml year unweighted averages of particulate concentrations

(DIAMTER 0 (diameters >0.63 pn) per milliiter sample for both cores.
2.0 L Concentrations above the time series mean for each core are

1.0 ,shaded. From A.D. 1630 to 1880 dust concentrations at
Siple are below average. A brief dust event around A.D.

. 1750 is associated with a negative (cooler) excursion in
j, 4=2,106' 8180 (Figure 2). From A.D. 1880 to the present dust con-

1 1 #=ODcentrations at Siple have increased while a cooling trend has
-2.0 prevailed (Figure 2). In contrast, at South Pole dust deposi-

0 2.0 tion was higher from A.D. 1650-1850. Note that the coldest
1500 100 1700 1800 1900 2000 temperatures at South Pole preceded the increase in dust by

SOUTH POLE 1 y

x = 17,400' CONCLUSIONS
0 ,.0 =The records of 8180 and dust concentrations from Siple

Station suggest warmer and less dusty atmospheric condi-
-1.o tions from A.D. 1600 to 1830 which encompasses much of

I , the Northern Hemisphere Neoglacial period, the Little Ice

1500 00 1 OC 00 2000 Age. Dust and 5180 data from South Pole, supported by the
(YEAR A.D.) 8180 results from Law Dome and Mizuho, indicate that

opposite conditions (e.g., cooler and more dusty) were prey-
Figure 3. The 10-year unweighted averages of dust content for alent over the East Antarctica Plateau.
Siple and South Pole ice core are compared. Microparticle (diarn- The similarity between the 80 records from South Pole
eter > 0.63 pim) concentrations per mL are shown as standardized and Qimlay iitriun the excllntcorro nde

deviations from their respective time series means. and Quelccaya is intriguing. The excellent correspondence
between the Quelccaya 8180 record and Northern Hemi-
sphere reconstructed temperatures has been demonstrated

The records from East Antarctica suggest cooler condi- [Thompson et al., 1986]. The similarity between the South
tions during much of the LIA while the Siple record indi- Pole and Quelccaya 8180 records, as well as the elevated
cates warmer conditions for much of that period. Core T340 dust concentrations, suggests the possibility of large-scale
also suggests warmer conditions from A.D. 1650 to 1830 upper atmospheric teleconnections between the South
with a brief cool event at -A.D. 1760. Clearly, in the last American Andes and the high East Antarctica Plateau which
300 years the T340 record most closely resembles that from warrant investigation beyond the scope of this paper.
Siple, particularly the downward trend in the last century. Meteorological data from 1945 to 1985 show that the

Figure 2 reveals several spatial differences. First, Mizuho Peninsula-East Antarctica Plateau temperature opposition
and Law Dome show the strongeAt similarity, with coldest prevailing during much of the last five centuries is con-
conditions between A.D. 1750 and 1850. Although condi- sistent with the present spatial distribution of surface
tons were cooler than average at South Pole from A.D. temperature trends. There is some observational evidence
1550 to 1800, this period is punctuated by warmer and suggesting that under present conditions stronger zonal
cooler events with the coldest period in the mid- to late westerlies are associated with cooler conditions on the polar
1500s. Using the empirical 180-temperature relationship of plateau and warmer conditions in the Peninsula region
Aldaz and Deutsch [19671, the "isotopically inferred" tem- [Rogers, 1983]. The physical processes controlling these
perature depression in the late 1500s may have been -0.50C. spatial relationships must identified and better understood;
A smoothed 8D history from Dome C (not shown) also sug- however, the observational data base necessary for this
gests cooler conditions from A.D. 1200 to 1800; however, assessent is lacking. These regional differences demon-
because significant noise necessitated high-level smoothing, strate that a suite of spatially distributed, higher resolution
further time resolution is impossible [Benoist et al., 1982]. ice core records will be necessary to characterize more fully

These records indicate that a warming trend has prevailed paleocnvironmental conditions since A.D. 1500 in
in East Antarctica since A.D. 1850 while cooling has clearly Antarctica.
dominated at Siple and T340. The T340 record supports the
suggestion that the longer-term trends in the Siple 8180 his- ACKNOWLEDGMENTS
tory may reflect similar conditions for much of the Penin- We acknowledge all those who participated in both the
sula region. The opposition between the 8180 records at field and laboratory aspects of this program. We especially
Siple and those in East Antarctica is consistent with the cur- thank Drs. C. C. Langway, Jr. and Willi Dansgaard for mak-
rently observed opposition in surface temperatures [Mosley- ing available their unpublished 5810 data from the 1974
Thompson, 1992]. Sincc A.D. 1975 these trends appear to South Pole ice core. This work was supported by NSF grant
have reversed, with cooling dominating over the Plateau and DPP-841032A04 to The Ohio State University. This is con-
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ABSTRACT
The Arctic holds extensive records of past climatic and environmental changes.

Stable isotope variations in polar ice are in many cases important records of paleo-
climatic information. Deep ice cores from Antarctica and Greenland, reaching back
through the last glaciation, have provided valuable information about the Earth's
climate in the past.

This paper discusses the oxygen-18 variations in intermediate-depth ice cores
from smaller ice caps of Svalbard, Severnaya Zemlya (North Land) and from the
marginal area of the Antarctic ice sheet, covering the time span from 1000 to 8000
years B.P. All profiles studied clearly reflect the main climatic events during this
time interval. However, small shifts in time exist between details an different
curves. Most probably this is due to certain asynehronity in climatic changes in the
various regions.

There are extensive areas in the Arctic, especially in its eastern sector, where no
glaciers currently exist and, possibly, in some areas never existed in the past either.
These are the areas of permafrost where several forms of ice occur within the
ground. The source water for most types of ground ice originates from pre-
cipitation, but unlike glacier ice, the range of mechanisms for the formation of
ground ice is very large, which considerably complicates the interpretation of their
isotopic characteristics.

For paleoclimatic and paleopermafrost reconstructions, the isotopic content of
polygonal wedge ice seems to be most promising. The attempts to use isotopic
records from segregated ice for paleoenvironmental research will also be discussed.

INTRODUCTION very thick ice sheets covers the climatic changes which
The Arctic and Antarctic are Lhe key regions for solving occurred during hundreds of thousands of years. However, it

several problems identified by the Global Change program, has been d ;overed that in addition to global climatic
The ecosystems there are extremely sensitive and react changes whicA are reflected to a larger or smalicr extent in
quickly to all changes in environmental conditions. Espe- all glacier profiles, there also exist regional and local
cially sensitive to climatic changes are the glaciers. It is changes, which may influence the picture considerably. In
important to note that climatic chaages alter not only the order to obtain more exact information it is necessary to
balance of the glaciers but also the chemical and isotopic study isotopic profiles of glaciers in ac many different areas
composition of the precipitation feeding them. That is why as possible. These include, for instance, the majority of the
the isotopic profiles of glaciers have now become one of the Arctic archipelagos, mountain glaciers on the continents, as
main sources of paleoclimatic information [Oeschger and well as the marginal areas of the Antarctic ice sheet, which
Langway, 19891. Up to now most of the attention has been are considerably more bensitive to climatic changes than ihe
focused on the tLNo major centers of current glaciation, Ant- central part of the ice sheet. At the same time, it should be
arctica and Greenland, where the information preserved in remembered that many of the glaciers of the Arctic archi-
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pelagos, especially in the Eurasian Arctic, are temperate. In The data in Table I indicate a decrease in the 8180 values
interpreting the isotopic profiles of such glaciers one has to with increased accumulation rates for the glaciers. The 8180

consider the po,;sible influence of rain and meltwater on the values also decrease in a north and northeast direction. This
primary isotopic composition [Vaikmnge, 19901. reveals a positive correlation between 8180 and the tem-

Besides the isotopic profiles of glaciers, the isotopic vari- perature, as well as a decrease in the moisture content of the
ations in permafrost have also found use as sources of paleo- air masses that feed the glaciers when moving northeast
climatic information in recent years. This is an inportant from the season6 lly ice-free sea.
step forward, providing the opportunity to compare the Figure 2 presents the isotopic profiles of the four studied
extent of climatic changes in time and space in various ice cores reflecting the changes in glacioclimatic conditions
regions of the Arctic. The information used is based on sim- on the archipelago during the last thousand years. The Nye
ilar source material, i.e., on the isotopic composition of model was used to relate the isotope profiles of the ice cores
paleoprecipitation. to the time scale. Reference horizons with raised P-activity

resulting from nuclear bomb tests serve as a basis for deter-
SVALBARD ICE CORES mining the mean accumulation rate [Vaikm•e, 1990]. Rel-

High accumulation rates and a wide spectrum of various atively negative 8180 values ir, the ice layers which formed
glacier types make the Svalbard archipelago favorable for between the first half of the 17th century and the beginning
the detailed reconstruction of glacioclimatic conditions. of the present century reflect severe climatic conditions dur-
Although the average thickness of the glaciers does not ing the Little Ice Age. The shift to less negative 8180 values
exceed 200 m, some glaciers on the archipelago are over starting at the beginning of this century is also characteristic
500 m thick [Kotlyakov, 1985]. Their isotopic profiles of all the cores and indicates the warming of annual tem-
might, theoretically, contain paleoclimatic information for peratures. The lower parts of the isotopic curves are harder
the entire Holocene. to compare. However, the shift to more negative 8180 val-

Table 1 presents the more important data on the Svalbard ues in the 12th-13th centuries is observable on three profiles
ice cores studied by us [Punning et al., 19871. Drill-hole and also relates to a more severe climate. At the same time a
locations on the archipelago are indicated in Figure 1. certain temporal asynchronity can clearly be noticed

between the dynamics of glacioclimatic conditions for gla-
ciers situated in various regions under different geographical

150 0 2500 conditions. The analysis of the isotopic profiles of the Sval-
bard glaciers, together with the studies of the structure and

80" texture of the ice cores, has shown that in the case of some
Sx2l glaciers (e.g., the Gronfjord-Fridtjof ice divide) the climatic

changes during the period under consideration also caused
changes in the feeding type of the glacier [Vaikmane et al.,

v3 1977: "todyakov, 1985].

SEVERNAYA ZEMLYA (NORTH LAND) ICE CORE
The 8180 variations and Cl- concentrations in this 556-m-

x4 long ice core from the Vavilov ice dome (Severnaya Zem-
lya) were studied bi order to reconstruct long-term climatic

78"N - -780N changes in the central part of the Arctic [Vaikmie and Pun-
ning, 1984). Different methods were used to compile the
time scale. 3H from the glacier surface to the depth of 7.5 m
and changes in the total P-activity were determined in order

7 to calculate the ipeart 2miual accumulation rate which is 10-15 0 1 cm of ice [Vaiklmae et al., 1980]. The Nye-Johnson

model P'ansgaard et al., 1973.1 was used to reconstruct the
time scale l0 the rem ainder of the isotopic profile. sA0er

Figure 1. Location of studied glaciers (see Table 1). considering the deformation of Q inual layers due to ice flow

No. in Mean accurnu- Me.Li Cl-
Fig. I Glacier Elevation lation nt ice Mean 8180 concentration

(m.a.s.l.) (cm yr-l) (%0) (mg 1-1)

I Amundsen 700 68 -11.0 0.5
2 Gronfjord-Fridtjof ice divide 450 62 -10.8 35
3 Lomonosov plateau 1000 85 -14.2 4
4 Westfonna (Nordaustlandet) 580 88 -15.5 1.5
5 Austfonna (Nordaustiandet) 700 97 -17.9 1.0

Table 1. Meen 8180 and CI- values in the studied Svalbard ice core-.
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Figure 2. VariMions in 8180 for the Svalbard ice cores: (1) Westforma, (2) Austforma (3) Lomonosov plateau, (4) Gronfjord-Fridtjof ie
divide.

and the possibility that due to only minor accumulation too severe for this kind of flora. Therefore, it is possible that
some annual layers m~iay have melted entirely during the the last part of the isotopic curve actually reflects the milder
summer, it may be atsumed that the vertical profile of the climatic conditions in this part of the Arctic during the tran-
studied ice core covers almost the entire Holocene. To sition from Pleistocene to Holocene. The trend of the cuive
check the correctness of time scale calculations we deter- indicates slow cooling at the beginning of the Holocene.
mined 8180 and Cl- variations in detailed samples from var- This was followed by rapid warming about 7000 years ago,
ious depths of the glacier profile in order to estimate the followed by 2000 years of very unstable climate. The 8180,
preservation of seasonal information in the deeper parts of as well as the Cl- values have varied over a rather wide
the glacier and possible changes of accumulation rdte range around the mean value. This part of the curve evi-
through time. It appears that seasonal variations are observ- dently reflects the Holocene Climatic Optimum which was
able up to a depth of 400 m and there are no detectable dif- followed by relatively stable and c .-,ler climatic conditions
ferences in the mean accumulation rates over longer periods about 3000 years ago.
of time. There is still some uncertainty about the time scale From Figure 3 it would appear that the climate has been
for the last part of the core. No sharp changes in the 8180 comparatively inconsistent in this region during the last
values can be seen in Figure 3, even though such a shift is 2000 years. During this time, various changes have taken
characteristic of the majority of isotopic profides determined place against the background of a generally milder clhi,=,
from glaciers straddling the Pleistocene-Holocene boundary which on the 8180 curve is expressed by a change in the
[Dansgaard et al., 1973; Robin, 1981]. It is possible that mean 8180 toward more positive values and by a simultane-
essential changes in the mean accumulation rate have taken ous increase in the concentration of the Cl-.
place during the Holocene such that the studied core actu-
ally does not cover the entire Holocene and the time scale NOVOLAZAREVSKAYA (THE
for the last 100-150 m is incorrecL It is important to note ANTARCTIC) ICE CORE
that the lower part of the Vavilov dome isotopic curve In the Southern Hemisphere we based our investigations
reflects climatic conditions similar to the present or even of climatic changes on the ice core from a fun glacier situ-
milder. Studies on the archipelago have shown the wide dis- ated in a subglacial depression between the Wohlthat nms-
tribution of heibs and shrubs there 15-10 thou.sands years sive and the "Institute of Geology of the Arctic" nuntaks
ago [Makeyev et al., 1979]. Present climatic conditions are south of the Novolazarevskaya Station (71 005'S, 110401E),
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680o,%. cr• M9/1 sonal variations of 8180 have also been well preserved in
the deeper layer of the glacier. The amplitude of 8180 vari-

-22 -18 -14 4 2 3 ations starts to decrease only below a depth of 600 m.
To compile the time scale we used, as in the case of the

Vavilov ice dome, the Nye-Johnson model [Dansgaard et
al., 1973], which should work well in the case of the given
glacier. According to the model, the 8180 profile of the core
should reflect climatic changes in the study area over the
last 7000-8000 years (Figure 4). The time scale may be con-

-00 sidered to be reasonably accurate to a depth of 700 m (i.e.,
1000 an age of about 5000 years) as the accumulation rates deter-

mined by isotopic analysis of detailed samples are in good
correlaticn with those calculated by the model.

Despite the high degree of integration (100 years per
sample) :he 8180 profile in Figure 4 is quite informative.

2000 20 The considerable shift towards less negative values of 8180
in the lower part of the profile may be interpreted as a
change of the climate towards mildness corresponding to the

3000- Holocene Climatic Optimum. Above this the 8180 values
remain near the mean value of the profile, -25.2 Uc, until

"300 approximately 3000 years ago when a warning of the cli-
mate took place again followed by a moderately cool cli-
mate at about 150( years ago. The 8180 profile indicates

5000" that the coldest climate during the whole period recorded
was during the interval of 1000 to 1500 years ago. This was
followed by a slow but constant warming, culminating about

-400 700 years ago. Afterwards, the isotopic data again suggest a
rather sharp cooling succeeded by slow but constant warm-

10 000- ing during a period of about 400 years. This is followed by
another cooler period, equal to the previous one in its inten-
sity, which is in good time correlation with the Little Ice

500 Age. At the beginning of the present century a new shift
towards warmer climate takes place, but this shift is consid-

E .erably smaller than the isotopic curves of the Northern
Hemisphere. Finally, it is important to mention that the iso-
topic composition of modem precipitatiun is about 0.5%

<0more negative than the mean value of the whole isotopic
profile of the studied ice core.

Figure 3. Variations in 6180 and Cl- concentrations for the Sever-naya Zeml-ya ice core. ISOTOPIC RECORDS FROM
PERMAFROST AREAS

In the Arctic, especially in its eastern sector, there are
East Antarctica. The Soviet Antarctic Expedition of 1977 extensive areas where no glaciers currently exist and, pos-
drilled an 809-meter ice core almost through the whole gla- sibly, in some areas have never existed in the past either.
cier. Integral samples for 8180 analysis were taken from the These are the areas of permafrost where several forms of ice
entire core at a step of 20 m. Detailed samples (3 cm each) occur within the ground. The source water for most ground
were taken over a 1-rn section of core every 100 m to deter- ice type. originates from infiltrating precipitation. As the
mine the mean accumulation rate and to study the preserva- isotopic composition of precipitation is dependent upon the
tion of isotopic variations. Isotopic analysis of the samples condensation temperature of the vapor mass from which !he
taken from the upper part of the core and from ,he walls of precipitation formed, the ground ice developiag directly
pits dug in the glacier surface indicates the current mean from the accumulation of unaltered precipitation can reflect
annual accumulation at the drilling site to be about 0.2 m of climatic changes through time. However, unlike glacier ice,
ice. This value was confirmed by a visual examination of the ialnge of formation mechanisms for ground ice is very
the stratigraphy ip th: pit walls. Such an accumulation rate large. Hence, the formation conditions of the isotopic corn-
is comparatively high for the Antarctic and allows us to position of ice differs, which can complicate the inter-
assume that seasonal 8180 variations have been preserved to pretation of their isotopic characteristics considerably as
a great depth in the investigated glacier. Considering the compared to glacier ict. The possibilities of applying the
bottom relief of the area, the ice flow rate is insignificant at oxygen-isotope method and the character of the obtained
the drilling site and it may thus be presumed that the glacier information depend strongly on the type of ice studied. For
has mainly formed from precipitation accumulated in this this reason it is expedient to discuss separately the possibil-
area during the Holocene. Isotopic analysis of detailed sam- ities and limitations of the method as applied to the main
ples from various depths of the ice core indicates that sea. genetic types of ground ice.
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for the application of isotopic analysis to ancient PWI for
reconstructing records of climate in the past. We are of the

-26 -25 -24 -23 opinion that the best PWI to study are those of small and
medium size. It is considerably more difficult to interpret

0 8180 variations in huge syngenetic PWI. As the formation
0 process of PWI is rather slow, the evolution of an elemen-

tary ice wedge into a huge wedge takes thousands of years.
Therefore, the isotopic composition of huge PWI integrates

A 300 •information on climatic changes over too long a time
interval.

It has been ascertained that PWI of various ages consid-
-600 erably differs as to 8180. The sharpest changes in 8180 val-

.3 60ues of PWI can be found at the transition from late
Pleistocene to Holocene. Thus, according to our data, the
difference in 8180 values between the Pleistocene PWI and

300 4000 the Holocene PWI in the Lower Kolyma is about 6%o [Ark-
hangelov et al, 1988]. Similar differences have been seen in
the Canadian Arctic by Michel [1990]. It should be men-
tioned that variations with the same amplitude in the iso-

400 topic composition have been detected in glacier ice of the
Arctic and the Antarctic for the transition from Pleistocene
to Holocene [Dansgaa-d et al., 1973]. 8180 values of the

w0 2000 Holocene PWI are close to those of modem ones.

Segregated Ice
Several types of surface water and ground moisture take

600t "000 part in the formation of segregated ice. Their isotopic com-
position may vary over a wide range. During the migration
and crystallization of this water, isotopic fractionation takes

4-000 place which considerably complicates the interpretation of
i- •'00 oxygen isotope data. Marked differences occur between epi-

genetic and syngenetic ice formations. As indicated by our
own investigations, and also judging from the literature, the

4: oxygen-isotope method appears rather !;ninformative when
800. -applied to epigenetic ice.

The water accumulated in the seasonally thawed layer
(STL), in cases of syngenetic freezing, may be of many dif-
ferent origins (atmospheric precipitation, surface water, melt
water from last winter's ice) and thus also of different iso-
topic compositions. However, mixing of water and homog-
enization of the isotopic composition takes place in the STL.
As a result of this, the oxygen-isotopic composition of the
current STL ice is governed by approximately the same reg-

Figure 4. Variations in 51s0 for the Novolazarevskaya ic or. ularities as the presently forming ice wedges. For example,
our studies in the Kolyma Lowland showed that periods of
warming and cooling can be clearly distinguished according

Polygonal Wedge Ice to the oxygen-isotope composition of texture ice from the
The main formation mechanism of polygonal wedge ice Yc onoma sections [Arkhangelov et al., 1987]. The elucidated

(PWI) is the frost-caused cracking of the ground. In the win- property of syngenetic texture ice to react to climatic
ter period, the fissures are filled with snow and in the changes with changes in the isotopic composition is the
spring-summer period with water which later freezes to basis for the suggestion to use 8180 variations in such ice
form elementary wedges. PWI is formed by the repeated for 6he stratigraphic division of perennial ice.
occurrence. of this process. Depending on facial conditions
the frost-caused fissures may also be filled by river water CONCLUSIONS
during floods. In both cases the water is of atmospheric or- The isotopic profiles of glacier ice in the Arctic archi-
gin and its isotopic composition reflects climatic conditions pelagos and the Antarctic marginal areas are, despite their
at the time of precipitation. This serves as the basis for the comparative shortness, important sources of paleoclimatic
paleoclimatic interpretation of isotopic variations in PWI. information. Their detailed analysis enables us to obtain
There exists a close correlation between the oxygen-isotopic information not only on global climatic changes but also to
composition of PWI and the mean winter temperature estimate the local peculiarities.
[Vaikml e and Konyakhin, 1988]. This conclusion is of great An essential but presently still not much used source of
importance for paleoclimatic studies as it provides the basis paleoclimatic information are the isotopic variations in per-
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mafrost. Comparative analysis of the isotopic profiles of precipitation on a circumpolar as well as global scale.
glaciers with the latter gives a good opportunity to estimate This work is a contribution to the IGCP Project 253 "Ter-
the distribution of the isotopic composition of paleo- mination of the Pleistocene."
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A Record of Recent Global Climatic Change

Parker E. Calkin and Gregory C. Wiles
Department of Geology, Universiry at Buffalo, Bffalo, New York, U.SA.

ABýSTRAC
General global cooling and temperature fluctuation accompanied by expansion

of mountain glaciers characterized the Little Ice Age of about A.D. 1200 through
A.D. 1900. The effects of such temperature changes appear first and are strongest at
high latitudes. Therefore the Little Ice Age record ot glacial fluctuation in Alaska
may provide a good proxy for these events and a test for models of future climatic
change. Holocene expansions began here as early as 7000 3.P. and locally show a
periodicity of 350 years after about 4500 years B.P.

The Little Ice Age followed a late Holocene interval of minor ice advance and a
subsequent period of ice margin recession lasting one to seven centuries. The tim-
ing of expansions since about A.D. 1200 have often varied between glaciers, but
these are the most pervasive glacial events of the Holocene in Alaska and fre-
quently represent ice marginal maxima for this interval. At least two major expan-
sions are apparent in forefields of both land-terminating and fjord-calving glaciers,
but the former display the most reliable and detailed climatic record. Major maxima
occurred by the 16th century and into the mid-18th century. Culmination of
advances occurred throughout Alaska during the 19th century followed within a
few decades by general glacial retreat. Concurrently, equilibrium line altitudes have
been raised 100-400 m, representing a rise of 2-3°C in mean summer temperature.

INTRODUCTION The Little Ice Age occurred in late Holocene time fol-
An interval of generally cooler climate spanning the 13th lowing a brief interval of temperate climate called the "Med-

through the 19th centuries called the "Little Ice Age" ieval Optimum" or "Medieval Warm Period" preceded by an
[Grove, 19881 may provide one of the best opportunities to interval of Early Medieval glacial advances [Lamb, 1977;

test and refine models that may discriminate between nat- Williams and Wigley, 1983]. It was a time of drastic in-
ural and human-induced global climatic changes. For no crease in weather variability as well as cooler climate
other interval of global l climatic c haseline condi- [Lamb, 1977]. The name is appropriate because during this
tions so well known, nor is resolution so readily available Little Ice Age interval, the world-wide extent of ice intion sowel knon, or s rsoluionso eadiy aailble mountain glaciers and in other forms attained a maximum as
for the timescales of decades to centuries that are demanded muti lcesadi te om tandamxmmafor the stumdy s of keycadeatic interations [ntenatinar l emade great as, or in some cases greater than, that at any time sincefor the study of key climatic interactions [International Ge- the end of the Pleistocene [Grove, 1988].
sphere-Biosphere Program (IGBP), 1988]. The objective of this paper is to summarize the Little Ice

Historical and recent instrumental records strongly sug- Age record as displayed by mountain glacier fluctuations in
gest that studies of climate proxy data in the northern bemi- Alaska since about A.D. 1200. Alaska's mountain glaciers
sphere, and particularly in the Arctic, are critical. It is here display marginal advance or retreat within a few years to
where global climatic changes have first appeared (by a cen- decades of climatic changes. Therefore they may be good
tury to decades) and where the range, amplitude, and effect indicators of any man-induced warming [e.g., Oerlemans,
of changes has been in the past, and is expected to be in the 1986]. In additio. ,hese mountain glaciers are a major corn-
future, the greatest [Lamb, 1977]. ponent of contemporary sea level rise [Meier, 1984].
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The cli~maic record is inferred largely from moraines or INDIVIDUAL GLACIAL CHRONOLOGIES
smIar deposits whose apparent age is assumed to be a func- Arctic. These high latitude glaciers are dispersed and very
tion of the te.sponse of the glacier to climate. Major excep- small subpolar glaciers that occur within the zone of con-
tions to this assumption are considered. tinuous permafrost. They are sluggish relative to warm-

Analyses of mass balances (snow accumulation vs. wast- based glaciers to the south; however, they have shorter reac-
age) on mocntain glaciers show that annual to decadal vari- tion times because of their size. Precipitation is derived
ations are. cGraparable between areas within about 500 kIn mostly from the distant Bering Sea on the west and ranges
[Letreguilly and Reynand, 1989]. Therefore the glacial chro- between ca. 500 to 1000 mm yr4 with half as snow. The
nologies are considered for 11 regions within this span (Fig- arctic glaciers occur beyond the tree line; therefore chro-
ure 1) where some organized study of the total Holocene nologies depend heavily on lichenometry, which provides
record of glaciation has been previously undertaken [see minimum ages for glacier retreat.
Calkin, 1988]. A goo,. deal of scattered data on Little Ice Brooks Range. Forefields of 89 glaciers confined mostly
Age glaciation has not been included here because of space to north-trending cirques were mapped along 500 km of the
limitations. Furthermore, no assumption of equal weight can central and eastern Brooks Range at altitudes from 1300 to
be placed on these chronologies since they cover widely 2100 m. An additional eight forefields of larger valley gla-
varying areas, use variable dating methods, and sample any- ciers were sampled in the eastern area. A Holocene chro-
where from only a few to nearly 100 glaciei forefields. The nology of at least 11 episodes of glacial advance or stand
research sites fall rather naturally into three north-south was initiated as early as 7600 lichen years B.P. and displays
regions corresponding with Arctic, Continental and Mar- a crude periodicity of 350 years after about 4500 years B.P.
itime climatic zones (Figure 1). Taken from north to south, [Ellis and Calkin, 1984; Haworth, 1988; Calkin, 1988].
these display increasing glacier size, temperature, moisture, A lichenometric curve from the central Brooks Range
and opportunity for dating precision. [Calkin and Ellis, 19801 allows the definition of two, and at

Radiocarbon ages presented below have been converted least part of a third, clusters of advances with dates of A.D.
to mean calibrated ages, and for the last one to two millenia, 1200, 1570, and 1860 (Figures 2,3). These followed an ear-
to dates A.D. using the method of Stuiver and Reimer lier cluster of advances centered about A.D. 854 and which
[19861. Calibration had little effect on lichenometric curves is confirmed locally by a direct radiocarbon date of A.D.
and their derived ages were therefore converted directly to 897 [Callin and Ellis, 1981]. Tht. three Little Ice Age events
calendar years. are displayed at, respectively, 45, 85 and 42 glaciers across

the area.
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Figure 1. Map of Alaska showing existing glaciers, limits of late Wisconsinan drift and locations of the 11 study areas of late Holocene gla-
ciation (modified from Porter et al. [1983]).
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The A.D. 1570 advance, by far the most pervasive, is " - -,,,.. -.....m C.._.)

confirmed locally by radiocarbon dates of A.D. 1566 andA.D. 1637 from glacially overnm moss and wood, respec- .,,.2, .,
tively. Some evidence suggests that ice margins remained - ,0 W - C.)

close to these positions until ca. A.D. 1780. In the eastern -," .-
Brooks Range, moraines of ca. 1860 to 1890 are more
prominent than to the west and formed immediately behind Figure 3. Generalized intervals of glacial advance and moraine
those of the preceding advance, formation during late Holocene time across 11 study areas of

Recession from these advances has reached several hun- Alaska. Intarva. of advance for noncalving mountain glaciers of
Determination of mass the Northern Hemisphere (from Porter [1986, 1989]) are shown fordred meters and is still occurring, Dcomparison. Explanations: For Prince William Sound and southern

budgets of three glaciers and reconstructions at 58 cirque Kenai Mountains, advances preceding the LIA culminated ca. A.D.
glaciers suggests that maxima were associated with equi- 642 and 621 respectively. Numerals indicate number of glacier-
librium line altitudes (ELAs) 100 to 200 m lower and July moraines that display the advance and vertical bars are means of

lichenometric age clusters. For maritime areas, (c) = fjord-calvingmean temperatures 2 to 3*C lower than mean values of glacier. m = time of end moraine formation, GB = Glacier Bay, B
1978-1983 [Calkin et al., 1985]. = Brady Glacier, L = Lituya Glacier, SC = South Crillon Glacier,

Kigluaik Mountains, Seward Peninsula. Only three tiny NC = North Crillon Glacier, YB = Yakutat Bay glacier complex,
cirque glaciers remain today on the Seward Peninsula (Fig- EB = Icy Bay glacier complex.
ure 1) southwest of the Brooks Range where peaks are
below 1500 m altitude and the climate is more humid and
warmer [Calkin et al., 1987; Kaufman et al., 1989]. These About 22 glaciers, including 14 known to have surged
glaciers, the Phalerope, Thrush, and Grand Union (unof- [Post, 1969], were used to develop the chronologies. Surges,
ficial names), occur on a south to north transect at about 800 involving anomalously high movement rates, are not
to 650 m altitude, respectively, directly related to climate. Therefore, the typical chaotic or

A preliminary lichen curve suggests that the earliest thin moraines considered to result from this type of move-
advance probably occurred at Grand Union and Thrush gla- ment have been avoided by workers who developed the
ciers as early as the early to middle 17th century (Figure 3). sequences in continental and maritime areas.
Moraine building at Phalerope Glacier may have taken place Wrangell-Northeastern St. Elias Mountains. Glacier-
at the same time or as late as the middle 1700s. Grand incorporated tephras, overrun forests, and particularly
Union Glacier also shows an inner moraine that may date lichenometry (Figure 4), provide important controls for a
from a middle to late 19th century stand [Przybyl, 1988; late Holocene chronology based on 11 valley glaciers [Den-
Calkin, 1988]. The ELAs, now just above the glaciers, may ton and Karl~n, 1977]. The glacier advances began fol-
have been less than 100 m lower during these Little Ice Age lowing an interval of high spruce tree line 3600 to 3000
events. years B.P.

The Little Ice Age was ushered in following a short-lived
CONTINENTAL INTERIOR Neoglacial expansion between 1169 and 959 B.P. [Denton

The sequences obtained here are derived mostly from and Karldn, 1977], and a subsequent ice margin retraction
medium to large valley glaciers and long, temperate tongues ending ca. A.D. 1440. Denton and Karldn [1977] differ-
of high level icefields that descend to between 2400 to 1500 entiated four general ages of Little Ice Age moraines on the
m altitude on the dry, northern flanks of the Wrangell and basis of lichenometry (Figure 4) and position. The oldest ad-
SL Elias Mountains as well as the Alaska Range (Figure 1). vance began at least by ca. A.D. 1500; three subsequent ex-
Moisture for these glaciers moves northward from the Gulf pansions may have been centered on the late 18th to mid-
of Alaska bringing 500 to 300 mm of precipitation to the 19th, late 19th, and early 20th centuries (Figures 3,4). The
mountains, relative importance of each of these events is uncertain since
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Figure 4. Frequency histogram of Rhizocarpon geographicum maximum diametas from late Holoccee moraines of the Wrangell-
northeastern SL Elias Mountains. with liche growth curve. Dots show control points. From Denton and Karltn [1977, Figure 4].

the earlier Holocene moraines physically limited Little Ice recorded by deposition of outwash at Gulkana Glacier that
Age expansions. However, to the south in the Yukon Terni- was associated with a radiocarbon date of A.D. 1245. This
tory, many maxima occurred in the mid- to late 19th century followed an advance of the Black Rapids Glacier ca. A.D.
as shown by limiting radiocarbon ages [Borns and Goldth- 520. More important Little Ice Age expansions occurred at
wait, 1965; Rampton, 1970, 1978; Denton and Karln, the Canwell, College and possibly the Gulkana glaciers
1977]. Little Ice Age expansions extended the glacier mar- about A.D. 1390 and at the Black Rapids and Gulkana gla-
gins by 12-60% of the present glacier lengths or about 1-6 ciers at A.D. 1560. Historic evidence and lichen data sub-
kn. stantiate advances of Gulkana and College glaciers within

West-Central Alaska Range. Four large glacier tongues 25 years beginning soon after A.D. 1875 and 1900, respec-
that descend northward from the high massif of ML McKin- tively. Rise in the tim limit of Gulkana Glacier may have
ley and a lower, nearby peak (Figure 1), variously display been as great as 380 m since the Little Ice Age maximum
evidence of advances between 5850 years BP and ca. 1200 according to map and aerial photograph studies of Mercer
B.P [Waythomas and Ten Brink, 1982; Ten Brink.. 1983]. [1961].
The earliest of the succeeding Little Ice Age events were
readvances of 1-3 km beyond recent ice margins of Yanert MARITIME SOUTHERN ALASKA
Glacier before A.D. 1540 and of the Foraker Glacier before Climate in this region is dominated by a strong Aleutian
ca. A.D. 1590. A succeeding minor readvance at ca. A.D. low pressure system. Summers are cool, winters mild and
1850 is based on lichen from moraines fronting Peters and precipitation is very heavy; glaciers are temperate. Forests
Foraker glaciers. This sequence (Figure 3) is built prin- rapidly invade deglaciated areas resulting in chronologies
cipally on applications of the lichen curve of Denton and that are supported by abundant radiocarbon and tree ring
Karldn [1977] supported by additional local radiocarbon data. Historical records beginning with the expedition of
ages [Ten Brink, 1983; personal communication, 19871. LaPerouse [1794] in 1786 are available.

East-Central Alaska Range. Multiple advances of four Data from grounded tidewater glaciers are an important
valley glaciers at the head of the Delta River, east-central component of chronologies here. Iceberg-calving fjord gla-
Alaska Range (Figures 1,3), have been recorded by Reger ciers often undergo anomalous, slow advances that depend
and Pdw6 [1969] and P6w6 and Reger [1983] after ca. 5700 on end moraine construction at their termini to maintain sta-
radiocarbon years B.P. Like that of the west-central area bility. They also disintegrate and retreat rapidly. These
(above), the chronology is based on the lichen curve of Den- movements are often asynchronous with those of adjoining
ton and Karldn [1977] and several local radiocarbon ages. land-terminating glaciers and with climatic fluctuations on

One or possibly two minor Little Ice Age "pulses" were the shorter scale of decades. However, their general regional
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pattern of advances and retreats appears to display sensitiv-
ity to long-term climatic trends [Goldthwait, 1966; Mann, fjord (calving)

1986; Meier and Post, 1987; Porter, 1989] as noted below. _ _ _

Glacier Bay and Brady Glacier Area. Glacier Bay (Fig- . -

ure 1) was dominated during the Holocene by periodic
southeastward flow down the main 100-km-long fjord arm non-calving
[Goldthwait, 1966]. Flow reached far enough to dam the - - -• -A--A
eastern Muir Inlet arm of the Bay at two times between *A *A A

2500 BY. and 900 B.P. followed by major recession [Derk-
sen, 1976; Goodwin, 19881. A radiocarbon date of A.D. 160 __0 _70 _75 __0 __50 60 _5

1209 provides a maximum for the Little Ice Age readvance 1600 0 i70 i70 1co 0 0 90

down the main arm of Glacier Bay. This culminated with CALENDAR YEAR AD
moraine building ca. A.D. 1700 to 1750 at its probable Hol-ocen maimumnea th mouh o th Bay(Fi 3) Figure 5. Comparison of timing of the last major retreat of calving
ocene maximum near the mouth of the Bay (Figure 3) and noncalving fjord glaciers in southeast (1) and south-central
[Goldthwait, 1966; Goodwin, 1988]. The very Large, south- coastal Alaska (A) (after Maim [1986. Figure 7]). These pre-
em Brady Fjord tongue, adjacent to Glacier Bay, reached its liminary data suggest timing is similar for both sets and reflect the
Little Ice Age maximum later at ca. A.D. 1886 [Derksen, major retreats in the mid 1700s and late 1800s.
197' lecession of 75 to 100 km in the main arm of Gla-
cier b,., may have ended by 1929 [McKenzie, 1979], but
recession dominates elsewhere, glaciers [Lawrence, 1950] have also reached recent maxima

The late Holocene ELA of the Brady Glacier was about in the middle to late 18th century.
120 m below that of the present [Derksen, 19761. However, All these glaciers receded within a few decades but sev-
Goldthwait [1966] reported that the "fim limit" in Muir Inlet eral paused or slightly readvanced to form end moraines
may have been at least 300 m lower in 1892 than in 1965. during the early to late 19th century (e.g., Norris Glacier in

Lituya District. The Holocene sequence in the Lituya Bay 1917). Two fjord-calving glaciers, the Taku and Hole in the
area, west of the Brady Glacier (Figure 3), appears to differ Wall Glaciers, have readvanced since ca. A.D. 1890 [Miller,
from that at Glacier Bay with respect to the Little Ice Age 1964].
[Mann and Ugolini, 19851. No recession corresponding to Icy and Yakutat Bays. The largest glaciers of North
the Medieval Warm Period may be recorded. Instead, this America, including the Bering and the Malaspina Pied-
part of the iceberg-calving Lituya complex filled Lituya Bay monts, which are grounded below sea level, together with
soon after 943 B.P. [Goldthwait et al., 1963]. adjacent long fjord glacier complexes of Yakutat and Icy

Ice margins persisted at or near their outermost Holocene Bays, extend from the icefields of the St. Elias and Chugach
limits until A.D. 1600, when a variety of data, including his- Mountains to the Gulf of Alaska (Figure 1). All of these gla-
torical evidence, suggests that most glaciers in the area ciers are known to surge.
began to retreat. Since 1786, glaciers of the Lituya Bay Evidence of early Holocene advance comes from Yakutat
complex have advanced again, some moving down-fjord up Bay [G. Plafker, personal communication, 1987; Calkin,
to 20-30 m yr-i [Meier and Post, 19871. Mann [1986] con- 1988], but major glacier extension from the head of Icy Bay
sidered the Lituya System to be in the midst of a climat- may not have occurred until as late as 1855 B.P. [Porter,
ically insensitive compensatory advance. Nevertheless, 1989]. Two advances to outer Icy Bay, the latter cul-
comparison of recent dates of retreat of fjord-calving gla- minating by A.D. 850, occurred before a 35-km recession
ciers with land-terminating ones across soutnern Alaska during a relatively mild climate to the head of Icy Bay by
(Figure 5) suggests that both result from major climatic A.D. 1230 [Porter, 1989] (Figure 3).
change [Mann, 1986], Renewed advance of the Icy Bay complex be-mn before

The Finger and LaPerouse glaciers, which terminate on A.D. 1275 and reached mid-fjord position by t -. A-16th
land, directly on the Gulf of Alaska, advanced by the 1890s century. It is, inferred from historical data to ha, '..ved at
to near their maximum of perhaps several centuries [Mann its innermost terminal moraine near the mouth :_ Icy Bay by
and Ugolini, 1985]. These two glaciers have continued about the middle of the 19th century [Porter, 1989]. Retreat,
cvscillating near these termini perhaps because of abundant which began from its terminal shoal by the 1880s, has
moisture supply. totaled about 50 km. Ages from outer Yakutat Bay and the

Juneau Icefield Area. East of Glacier Bay, outermost Lit- adjacent Russell Fjord tributary [Molnia, 1986] suggest that
tie Ice Age moraines of approximately 12 Alaskan tongues the Yakutat Bay complex attained its Holocene maximum
of the Juneau Icefield (Figure 1) and other nearby glaciers mmout A.D. 1250 to 1500 [Plafker and Miller, 1958ab]. Sub-
have been dated by tree rings, lichen and historic data (Fig- sequent recession in Yakutat Bay was succeeded by a sec-
ure 3) [Lawrence, 1950; Miller, 1977]. A brief warm inter- ond Little Ice Age pulse inducing a stand or readvance to
val was indicated in this area by forest growth between A.D. the mid-fjord by the late 17th or early 18th century. The
838 and 1300. Ice-sheared stumps signal renewed cooling adjacent Malaspina advanced over a forest to near its
and fluctuation of the Davidson Glacier at A.D. 1265 and present position at about the same time [Sharp, 1958].
1401 [Egan, 1971]. Moraines of Bucher Glacier are dated at Middle to late 19th century marginal stagnation has
A.D. 1600 [Beschel and Egan, 1965], but are somewhat occurred at the Malaspina. The Hubbard Glacier, the main
younger at the Antler Glacier. The Little Ice Age maximum tributary of the Yakutat Bay complex, has been advancing
at Davidson Glacier, which occurred by A.D. 1752, slowly since 1890 when retreat brought iE to the head of
destroyed trees over 200 years old [Field, 1975]. Nine other Yakutat Bay [Plafker and Miller, 1958ab; see also Mayo,
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19871. Porter's [19891 documentation of the glacier fluctua- able Holocene maximum by A.D. 1650 according to dated
tions in Icy Bay indicates that major episodes of advance wood in lateral moraines.
encompassed 300 to 500 years, while retreats of that fjord Tree-ring and lichen ages of 31 moraines from 10 land-
system took less than 150 years. based glaciers show renewed glacier activity at about A.D.

To the north of the Malaspina Glacier, the Bering Glacier 1735, 1820, 1850 and 1910. These data suggest ice margins
may have reached a recent maximum in the late 19th cen- were expanded 1-5 km beyond present margins and also
tury before intermittent retreat of 3-5 km [Field, 1, 75; B. F. near their maxima in the early 19th century. The four prin-
Molnia, personal communication, 1987]. The adjacent land- ciple fjord-calving glaciers in the area reached their Holo-
terminating Martin River Glacier, nourished by the same ice cene limits tens of kilometers beyond the present margins in
field, however, reached its Holocene maximum ca. A.D. the 1800s. Recession of McCarty and Northwestern fjord
1650 [Reid, 1970]. glaciers began ca. 1850 and 1910 respectively [Post,

Prince William Sound. Prince William Sound is bordered 1980b,c].
by an extensive radiating fjord system cut deeply into the Glaciological reconstructions indicate that Little Ice Age
tectonically active Chugach and Northern Kenai Mountains ice tongue volumes of the Grewingk-Yalik Ice field may
(Figure 1). Radiocarbon ages from the mouths of the Barry have been as much as 30% greater than now. ELAs were
Arm-Hartiman Fjord complex and College Fjord on the 260-320 m below those of the present. This may represent a
west, suggest that trunk glaciers here and perhaps in adja- rise of about 2*C in mean summer temperature or perhaps
cent fjords reached terminal Holocene positions at fjord mean annual temperature [Padginton et al., 1990].
mouths ca. 3200 to 2500 B.P. [Heusser, 1983].

The earliest evidence of Little Ice Age advance comes SUMMARY AND CONCLUSIONS
from the Nellie Juan Glacier of the nearby Sargent Ice Field This review illustrates some of the variabilities and sim-
where wood of A.D. 1285 is incorporated in its end moraine ilarities of Little Ice Age fluctuation in Alaska. Only a very
[Field, 1975]. Little more is known of ice-margin fluctua- small percentage of Alaska's more than 100,000 individual
tions in Prince William Sound itself except for the last few glaciers have been studied and much of the work in southern
centuries (Figure 3). For this period, records ranging from Alaska has been focused on fjord-calving glaciers whose
field observations of Vancouver [1798], to more com- movements may not always directly reflect climatic change.
prehensive measurements and photography of Field [1937], As a group, the Holocene records of mountain glaciation
Mercer [1961], Post 1!975] or tree ring analyses by Viereck in Alaska display strong Little Ice Age glaciation separated
[1967], among others, have yielded a varied history when from prior glacial expansions by an interval of recession.
examined fjord by fjord. Nevertheless, some similarities are The prior glacial expansions, particularly those corre-
evident as indicated below. sponding with Early Medieval time, were generally less

Early 19th century extensions were recorded for the land- extensive than those of the Little Ice Age. In areas such as
terminating Amherst, Crescent, Portage, and Toboggan Gla- the Seward Peninsula, cirque altitudes were too low to allow
ciers as well as the larger tidewater tongues of the Harriman, Holocene glaciers to exist at all prior to the late Little Ice
Yale and Serpentirne Glaciers [Field, 1975]. The large Age.
Columbia Glacier, terminating farther to the east, was near The interval of glacial recession is correlative with the
its maximum late Holocene position in 1850 as well as in Medieval Warm Period. This occurred in Alaska prior to ca.
1910, 1920 and 1935 [Post, 1975]. The 1870s, 1880s and A.D. 1200 and spanned one to seven centuries. Ice margins
possibly the early 1890s [Field, 1975, p. 423] were the most were at, or behind, present positions. Brooks Range lichen
important intervals during which both land- and tidal- data suggest that at least one or more glaciers r,.ay have
terminating glaciers reached more advanced positions than been extended during some part of the period. In addition,
they had for several preceding centuries. laige fjord glaciers of the Lituya District and perhaps else-

The rise in the firn limit since the Little Ice Age maxima where in southern Alaska may have been extended during
in the east margin of Prince William Sound may be on the much of this time.
order of 230 m. On the far southwestern margin, the rise Little Ice Age advances of both land-terminating and
may have been only about 76 m, as estimated by studies of fjord-calving glaciers occurred in the 13th century, but
Mercer [1961]. - ;or glacier activity in the more continental areas may

hI.ve been retarded until the 15th century. Through much of
SOUTHERN KENAI MOUNTAINS Alaska, mountain glaciers were reaching Holocene and/or

The Little Ice Age record here is based on fluctuations of Little Ice Age maxima by the 16th century and as late as the
15 outlet glaciers of the Harding and Grewingk-Yalik Ice- early to middle 18th century. The early and middle 1'ioos
fields (Figure 1). Two land-terminating and two calving gla- were timer of culmination of advances in southern maritime
ciers show advance close to present ice margins ca. 1340 areas. However, moraine-building may have been at a mini-
B.P. (Figure 3) [Post, 1980ab,c; Wiles and Calkin, 19901 mum in Arctic and Continental Interior areas of Alaska dur-
before a succeeding recession that is represented by forest ing part of the 18th century.
growth centered at A.D. 968. The 19th century was a time of glacier expansion

Little Ice Age activity began after A.D. 1281 based on an throughout Alaska. Many of the glaciers which were not
age of organics below drift. By A.D. 1442, the land- blocked by older massive moraines, extended farther than
terminating Grewingk Glacier had extended several kilom- they had during the preceding several centuries, and some
eters beyond its present position and by A.D. 1460 Tus- advanced to their Holocene maximum positions.
temena Glacier was approaching its Little Ice Age During the very late 19th and early 20th centuries, ice
maximum. Grewingk and Exit Glaciers were at their prob- margin recession dominated. Only a small percentage of
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than they were through much of the Little Ice Age. This Parks, and the Pratt Museum of Homer. T. D. Hamilton,
may reflect a lae 19th or early 20th century rise in mean A. S. Post, Bud Rice, and R. P. Goldthwait provided hIp in
summer temperature on the order of 2-3 0C (about 1-20C diverse ways, as did fellow researchers J. M. Ellis, L. A.
mean annual change) and/or changes in the precipitation Haworth, and B. J. Przybyl.
regime [e.g., Lamb, 1977; Williams and Wigley, 1983;
Mayo and March, 1990].
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The Greenland Ice Sheet Margin as a Source of Paleoenvironniental Data

N. Reeh, H. Oerter, A. Letreguilly,, id H, Miller
Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany

ABSTRACT
Oxygen-18 records measured on surface ice samiples from Greenland ice sheet

margins show that ice of pre-Holocene age is present at many locations along the
ice margin. Several records have been obtained from West, North, and Northeast
Greenland. At all locations where pre-Holocene ice is found, it constitutes a band
running parallel to the ice edge. However, the width of the band varies greatly from
one location to another, ranging between 30 m and 1500 m.

So far, the most detailed oxygen-18 record has been obtained from a West
Greenland ice margin location. It spans the last glacial (the Wisconsinan), the last
interglacial (Sangamon, Eem), and part of the previous glacial (the Illinoian). A
correlation with the oxygen-18 records from the Greenland deep ice cores from
Camp Century and Dye-3 indicates that neither of these records reach back to the
previous glacial, probably due to substantial thinning and retreat of the ice sheet in
North and South Greenland in the Eemian interglacial.

The oxygen-18 record has been translated into a Greenland temperature record
covering the past 150,000 years. The isotopic temperatures indicate large
temperature variations in marine is'~&Cj. stage 5, with a climate warmer than at
present not only in sub-stage 5e, but also in sub-stage 5c and in a short period of
sub-stage 5a.

The ice margin studies indicate that Greenland ice sheet margins have a large
potential as sources of paleoenvironmental information. Large volumes of ice can
easily be mined, e.g., for Carbon-14 dating and other measurements that require
large amounts of ice. Therefore, ice margin studies are an important supplement to
deep drilling programs in the interior regions of the ice sheet.
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The History of the Climate of the Northern Polar Region
in the Holocene and Recent Millennia from Proxy and Historical Data

E. P. Borisenkov and V. M. Pasetsky
Main Geophysical Observatory, Leningrad, U.S.S.R.

ABSTRACT
All data available on the reconstruction of the climate of the northern polar

region in different Holocene periods are presented. Pmary attention is given to the
data on the polar region climate on the USSR European and Asian territory. The
possible rnatural causes responsible for creating the climatic conditions of the Holo-
cene warm and cold epochs in polar regions are analyzed, as well as circulation
features of these epochs. The historical data available on the polar region climate
are generalized for the past two thousard years and in particular the recent
millennium.

It is shown that during the recent millennium the climatic conditions of the
northern polar region were very different, which influenced ice conditions and polar
navigation. It is also shown that most of the above periods of climate warming and
cooling were related to climatic changes in other regions of Europe and Asia. It is
inferred that these changes depend to a considerable extent on circulation processes.
In this connection an analogy is given between the Arctic warming in the 1930s and
1946s and similar climate warming in other epochs, in particular in the early
sixteenth century. Their similarity in circulation processes is shown.
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_ A/BSTRACT
COO Pollen records from Sosednee and Elikchan Lakes provide the first continuous[F late Quaternaqy vegetation history for the upper Kolyma drainage of the Soviet

___ Northeast. Full-glacial spectra at these sites are similar to those from Eastern Berin-
I - gia, with high percentages of grass, sedge, and wormwood pollen indicative of herb

N tundra. In the Elikchan area at approximately 12,500 B.P., herb tundra was replaced
•} • by a stone pine-larch forest, perhaps similar to modern forests in the region. In con-

trast, the herb tundra near Sosednee Lake was succeeded by a birch-alder shrub
tundra followed by a larch woodland. Stone pine increased in the region after larch
and prior to 8600 B.P. A Holocene decline in stone pine, which is evident at Elik-
chan Lake, is less marked or absent at Sosednee Lake. The differences in these pol-
len records is somewhat surprising given the proximity of the two sites. Such
differences indicate that numerous well-dated sites will be needed to describe the
vegetation and climate histories of Western Beringia.

INTRODUCTION [Giterman et al., 1982; Giterman, 1984; Lozhkin, 1984;
Lacustrine pollen records provide much of the data for Savvinova, 1984], trans-Beringian plant migrations

interpreting late Quaternary climatic and vegetational [Yurtsev, 1982, 1984] and paleoclimates [Lozhkin, 1984].
changes for the eastern side of the Bering Land Bridge [e.g., Altho•ugh using slightly different data bases and analytical
Livingstone, 1955; Colinvaux, 1964; Ager and Brubaker, techniques, both sets of scientists have noted that Beringia is
1985; Ritchie, 1987; Barnosky et al., 1987]. Researchers in a key area for understanding the role of climate in shaping
Western Beringia, who rely more on pollen preserved in the modem arctic and subarctic flora. Today's Beringian
nonla,;ustrine settings, have also been concerned with such biomes will be particularly susceptible to future climatic
paleoenvironmental histories as that of the Pleistocene flora warming resulting from increased concer. ration of
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greenhouse gases [E.ianuel et al., 1985; D'Arrigo et al., initial findings for the upper Kolyma River region of the
1987; Office for Interdisciplinary Earth Studies, 19881. Soviet Northeast.
Although predictions of vegetation response to proposed
future climatic scenarios are difficult, an increased under- STUDY AREA
standing of past atmospheric-terrestrial interactions should The vegetation oi the upper Kolyma drainage is a mosaic
improve our ability to build more sophisticated models and of taiga and shrub tundra in the valley bottoms and lower
to make better management decisions. mountain slopes. Higher elevations and scree support little

Building on three decades of work in Beringia, a coop- or no vegetation. Taiga communities are characterized by
erative U.S.-U.S.S.R. project was initiated to investigate two conifer species, larch and dwarf stone pine (see Table 1
late Quaternary climatic and vegetational histories on both for Latin names). The understory consists of shrub birch,
sides of Bering Strait. Two tasks must be successfully willow species, heaths, and, occasionally, alder. Fruticose
accomplished to achieve this goal. The first involves the lichens are abundant throughout the region.
recovery and palynological and geochemical analyses of Six lakes from two different regions of the upper Kolyma
lake sediments from poorly known regions of Beringi4. The drainage were cored in August, 1990. We present pre-
second and more challenging task is finding a common liminary pollen results from two of these sites, Sosednee
ground between Soviet and American workers for the inter- and Elikchan Lakes (Figure 1). Sosednee Lake was formed
pretation of their results. As an example of differences behind a morainal dam that subsequently was breached per-
between these approaches, Soviet scientists look first to mitting an outflow into Jack London Lake. The Jack
groups of pollen taxa, such as the sum of trees and shrubs, London Lake district was repeatedly glaciated, most exten-
for their reconstructions of past environments, whereas sively during the middle Pleistocene [Shilo, 1961], with the
Americans examine variations among the individual taxa. most recent moraines dating to either isotope stage 2 or 4.
These differ ,"t approaches are clearly reflected in the two Elikchan Lake is one of four interconnected basins and is
pollen diagrams presented in this paper. Such conceptual tectonic in origin. Although lowlands of this region prob-
differences, although likely resulting in similar paleo- ably remained unglaciated since the mid-Pleistocene, higher
vegetational interpretations, can lead to vastly different elevations in nearby mountains were likely modified by
approaches to paleoclimatic reconstructions. Achieving a cirque glaciers. The fault that creates the valley of the
better understanding of past climates and their potential as Elikchan Lakes may have been active as recently as the
analogs for postulated future climate trends, not only in early late Pleistocene.
Beringia but throughout the arctic, will require common
methods of data analysis and data management. This note RESULTS
represents the first step towards that goal and describes our Two percentage diagrams represent the first lacustrine

pollen records from the Kolyma drainage (Figures 2 and 3;
-170OW 70*N k kuitel d Ststt•, t 0N see also Lozhkin and Federova [1989]). Both pollen dia-"- s•o.4 grams include features similar to Alaskan pollen records: an

early herb assemblage, followed by an increase in shrub
0170o.W (typically birch followed by alder) and conifer pollen. The

.- Kolyma cores, howevei, display properties that distinguish
10BIng them from their Alaskan counterparts.-70E So* The Sosednee Lake record currently lacks radiocarbon

ESat Sea dates and the Elikchan core is poorly dated. The pollen data,

s., ) however, suggest the Sosednee record is younger with a
"1• , 180N.-o basal zone corresponding to zone EL-II at Elikchan Lake.

Although precise temporal discussion of these records is not
S"I " .f possible until radiocarbon analyses are completed, we

0

Kolym, a Common Name Latin Name
LON 0 n 170'E,

stone pine Pinuspumila
1409E larch Larix dahurica

" So °"S "e l. , birch Betula exilis
"n a ke A l alder Alnus sinuata

magadan heaths Ericales
1 . _ willow Salix

a 18Ee grass Gramineae, Poaceae
/ sedge Cyperaceae

So& 50N wormwood Artemisia
J3•0oE spikemoss Selaginella sibirica

E N140E 1509 504%

Figure 1. Map of study area showing locations of Sosednee and Table 1. Common and Latin Names of Major Pollen Taxa. [After
Elikchan Lakes. Hulten, 1968.]

629



Sosednee Lake.
Kolyma Region of the Soviet Northeat

W. Eisner. 1990 _

Pollen percentage diagram oC o . £,C C
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The category Other Herbs Includes the following. Composlitae.
Cruclferae. Polyganaceae. Chenopodlaceae. Umbelliferae. and
Papaveraceae. The pollen sum includes all idenU'q:d. unknown.
and unidenuflable pollen taxa Spores and aquai.: Rre expressed
as a percentage of the pollen sum

Figure 2. Pollen percentage diagrmn from Sosednee Lake, Jack London region. The pollen sum includes all identified, unidentified, and
unknown pollen grains. Spores and aquatics are expressed as percent of pollen sum.

believe that the pollen data are sufficient to warrant the fol- The full-glacial to late-glacial transition at Elikchan Lake
lowing preliminary discussion. (EL-HI, EL-IV) differs from that at Sosednee or in Alaska.

SO-I and EL-il, the herb zones, 9-e characterized by high The Elikchan core lacks a shrub tundra zone with an appar-
percentages of wormwood, grass, and sedge and are similar ent rapid change from herb tundra to a stone pine-larch
to full-glacial herb zone spectra in Eastern Beringia [e.g., woodland approximately 12,500 years ago. Possibly stone
Colinvanx, 1964; Cwynar, 1982; Anderson, 1985]. The pine preceded larch into the Elikchan region, but again the
Soviet cores display higher percentages of the spiklemoss, problems of pollen representation and the lack of dates
Selaginella sibirica, a phenomenon noted previously in make any interpretation uncertain. The Elikchan (EL-IIlB)
Western Beringia by Soviet palynologists and recorded from record suggests a Holocene decline in stone pine and pos-
the Pribilof Islands [Colinvaux, 1981]. The Sosednee core sibly larch. A decrease in stone pine pollen at Sosednee
shows unusually high alder percentages. The Kolyma Lake, marked by only a single sanple, may represent a sim-
assemblages are interpreted as herb tundra [Lozhkin and ilar trend in the Jack London region, but more pollen sam-
Federova, 1989], but more detailed vegetational inter- ples and radiocarbon dates are needed before the Holocene
pretations await calculation of pollen accumulation rates. vegetation histories can be carefully compared.

Sosednee Lake indicates a rapid transition from herb to
shrub tundra, estimated to occur ca. 12,500 B.P., with pop- DISCUSSION
ulations of both birch and alder expanding at nearly the The apparent earlier migration of stone pine into the Elik-
same time. This pattern differs from Eastern Beringia where chan area, as compared to Sosednee Lake, suggests an east-
birch shrubs preceded alder by as much as 6000 years erly glacial refugium for this species. Changing
[Anderson, 1985; Anderson et al., 1988]. Perhaps the nearly paleogeography might also have played an important role in
simultaneous appearances of birch and alder result from the determining regional vegetational variation. Today the Elik-
expansion of nearby small populations of these taxa. Shrub chan Lakes, lying 150 Iam from the Ohkotsk Sea, experience
tundra apparently was of short duration in the Sosednee a maritime climate, whereas the Sosednee Lake region 250
area, with larch populating the area some time prior to 8600 km further in the interior has greater seasonal temperature
B.P. Because of the under-representation of larch m, pollen and precipitation fluctuations. With rising sea levels during
records, it is difficult to interpret the extent of trees on the the late glacial, the Elikchan region would have experienced
hr wscape. Given the abundance of shrub pollen, however, it increasingly maritime climates. Increased snow coV', would
is likely larch had a limited distribution, probably on well- favor the establishment of stone pine. The dependency of
drained soils and/or south-facing slopes. Modem vegetation this species on winter precipitation might also account for
probably was established during the early Holocene with the the mid-Holocene decline in pine as winter precipitation
arrival of dwarf stone pine (SO-W1). regimes decreased.
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Previous interpretations by Lozhkin [1984] and Lozhkin is lacking. The apparent decline in stone pine at Elikchanand Federova [1989] suggested that cool dry conditions Lake accompanied by increases in shrub and graminoid pol-
characterized Western Beringia during the last glacial maxi- len suggests cooler summer temperatures.mum, with post-glacial warming beginning c'. 13,0}00- Although far from conclusive, these results underscore12,500 B.P. and a thermal maximum 8000-4500 B.P. "lhe the need for more work in Western Beringia, especially theinitial results from the Sosednee and Ellkchan cores are in analysis of continuous primary sediments such as lakegeneral agreement with such a paleoclimate scenario except deposits. Careful radiocarbon dating of the Sosednee andthat consistent evidence for a post-glacial thermal maximum Elikchan cores will resolve some of the interpretive ques-
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Vegetation, Climate, and Lake Formation
During Interglacial Periods in Northeast Interior Alaska

M. E. Edwards
Department of Geology and Geophysics, University of Alaska, Fairbanks, Alaska, US.A.

ABSTRACT
In sediment records from the loess-covered southern Yukon lowland (northeast

interior Alaska), the onset of interglacial conditions ca. 10,000 years ago is cor-
related with the development of lakes, probably by deep thxwing of ice-rich silt. At
Birch Creek, a river cut exposes 12 m of lacustrine sediments and peat with loess
above and below. The underlying loess contains hle 150,000-year old Old Crow
Tephra. By analogy with Holocene records, the lacustrine sequence probably
represents a thaw-lake that formed in the previous interglaciation (isotope sub-stage
5e, ca. 125,000 years B.P.).

Sub-stage 5e was probably warmer than any part of the present interglacial and
is an important analog for possible future greenhouse climates. Picea (spruce)
pollen is more abundant in the interglacial sediments than in comparable Holocene
sediments, and values of other pollen types also differ between interglacial and
Holocene. This suggests that vegetation and climate were unlike those of today.
Comparison of the interglacial pollen with modern pollen spectra may allow
estimation of vegetation and climate in northeast Alaska during isotope stage 5e.

As future climatic warming may be expected to affect permafrost, further
information is needed on the vegetational and climatic conditions that favor ice-
melting and the formation of thaw lakes in loess.
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Deglaciation and Latest Pleistocene and Early Holocene Glacier Readvances on the
Alaska Peninsula: Records of Rapid Climate Change Due to Transient Changes in

Solar Intensity and Atmospheric C02 Content?

DeAnne S. Pinney and James E. Beget
Dept. of Geology and Geophysics, University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT

in Geologic mapping near Windy Creek, Katmai National Park, identified two sets
in of glacial deposits postdating late-Wisconsin nliuk moraines and separated from

them by volcaniclastic deposits laid down under ice-free conditions. Radiocarbon
dating of organic material incorporated in the younger Katolinat till and in adjacent

___ • peat and lake sediments suggests that alpine glaciers on the northern Alaska Penin-
sula briefly expanded between ca. 8500 and 10,000 years B.P. Stratigraphic rela-

| • tionships and radiocarbon dates suggest an age for the older Ukak drift near the
=• Pleistocene-Holocene boundary between ca. 10,000 and 12,000 years B.P.

___ •We suggest that rapid deglaciation following deposition of the Iliuk drift
= occurred ca. 13,000-12,000 years B.P. in response to large increases in global

atmospheric "greenhouse gas" content, including C02. Short-term decreases in
these concentrations, as recorded in polar ice cores, may be linked with brief peri-
ods of glacier expansion during the latest Pleistocene and early Holocene. A tran-
sient episode of low solar intensity may also have occurred during parts of the early
Holocene. Rapid environmental changes and glacial fluctuations on the Alaska
Peninsula may have been in response to transient changes in the concentration of
atmospheric greenhouse gases ano solar intensity.

INTRODUCTION Thousand Smokes, site of one of the largest volcanic erup-
Prior to the Quaternary the southwestern end of the tions of historic times (Figure 1). Detailed geologic mapping

Alaska Peninsula consisted of a string of volcanic islands near lower Windy Creek (Figure 2) has yielded a record of
[Detterman, 1986]. The Pleistocene saw these islands con- late Quaternary glacial events on the Alaska Peninsula,
nected first by ice, then by the deposits the glaciers left including periods of latest Wisconsin and early Holocene
behind. Immediately adjacent to moisture sources in the ice expansion recorded by two previously unrecognized sets
northwest Pacific Ocean and Gulf of Alaska, the Alaska of glacial drift deposits.
Peninsula was ideally situated to produce large glaciers
[P6w6, 1975; Detterman, 1986]. Pleistocene glacial deposits LATE QUATERNARY GLACIAL
recognized on the Alaska Peninsula include an unnamed AND VOLCANIC DEPOSITS
pre-Wisconsin drift; pre-Wisconsin Johnston Hill drift; Three sets of glacial deposits preserved in the Windy
early-Wisconsin Mak Hill drift, and late-Wisconsin Brooks Creek study area are of significance to the question of late
Lake drift, subdivided into the Kvichak, Iliamna, Newhalen, Quaternary climate of the Alaska Peninsula: the Iliuk, Ukak
and Iliuk Stades [Muller, 1952, 1953; Muller et al., 1954; and Katolinat drifts. The late-Wisconsin Iliuk deposits are
Detterman and Reed, 1973; Detterman, 19861 (Table 1). stratigraphically separated from the two younger deposits by

The Windy Creek study area is located on the northern an extensive suite of volcanogenic deposits known col-
Alaska Peninsula immediately west of the Valley of Ten lectively as the "Lethe volcaniclastics."
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Iliuk Drift. Iliuk-age glacial deposits are the youngest in

Name Age the standard Alaska Peninsula glacial sequence (Table 1)
(Unnamed Glaciation) * Katolinat StadC* Early Holocene and, until now, have represented the Last recognized advance

Ukak Stade Latest Wisconsin of Pleistocene glaciers prior to final deglaciation. Surficial
Iliuk Stade morphology of Iliuk moraines in the study area is only

Brooks Lake Glaciation Newhalen Stade Islightly modified, having been only somewhat subdued by
Iliamnna Stade thin coverings of loess and tephra in protected areas. Ven-

Li onsintifacts are locally common on the surface. Till in the
MviHill Gltcatio Latey Wisconsin moraines is unsorted and boulder- and gravel-rich with a

Mak illGlacatin Ealy iscosingenerally coarse silt/sand matrix. Thickness of overlying
Johnston Hill Glaciation lPre-Wisconsin soil-forming deposits ranges from nonexistent to several
(Unnamed Glaciatiorn, jPre-Wisconsin tens of centimeters. Iliuk-age ice dammed a lake in Windy
*Previously uinrecogniized (after Detternian and Reed, 1973) Creek valley, generating a thick sequence of glacio-

Table 1. Late Quaternary Glacial Chronology of the Alaka lacustrine deposits. Airfall and redeposited airfall pumice
Peninsula. and at least one pyrociastic flow deposit of the Letne vol-

caniclastic suite immediately overlie Iliuk driftL
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S.1- -m-, Qal: Undifferentiated all uvial
deposits

: .............. Qco: Colluvi um

QvK: 1912 ashflow deposit

l .QdK: Katoli nat drift
S Qac: Abandoned channel

.Three Forks Overlook deposits

T QdU: Ukak drift

* QvL: Lethe volcaniclestic
QdU deposits
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Figure 2. Surficial geology near lower Wimdy Creek.

Lethe Volcaniclastics. The informally named "Lethe vol- DATING OF DEPOSITS
caniclastics" comprise an extensive suite of deposits that Dating of Windy Creek deposits (Figure 3) was accom-
includes dacitic pyroclastic flows, lahars and lahar-runout plished by radiocarbon dating. stratigraphy, and tephro-
flows, and primary and reworked airfall tephra, which were chronology. Radiocarbon dating (Table 2) constrains the age
all laid down under ice-free conditions after retreat of Iliuk- of the Katolinat drift between 8680 ± 170 years B.P. and
age glaciers. Lethe volcaniclastic deposits overlie Iliuk drift 9850 ± 90 years B.P. The older Ukak drift postdates the
and are overlain by and incorporated into Ukak and Katol- Lethe volcaniclastics, which were deposited after retreat of
inat drifts, making the tephra a potentially important latest late-Wisconsin Iliuk glaciers. Organic silts underlying
Pleistocene marker horizon for the Alaska Peninsula. Katolinat till, believed to be glaciolacustrine deposits asso-

Ukak Drift. Extensive dead-ice terrain in the valley bot- ciated with Ukak drift, further corroborate a latest-
tom between ML Katolinat and Thi'.e Forks Overlook is the Wisconsin age with dates of 10,200 ± 140 years B.P. and
type locality for the Ukak drift. Morphology is that of typ- 12,640 ± 100 years B.P. at the upper and lower contacts,
ical kettle-and-kame topography, being irregular, pitted, and respectively (Table 2). The latter date also provides a new
studded with ponds and low-lying marsh between high upper limiting age for the Iliuk, Newhalen, and Iliamna
mounds and ridges of till. The surface is generally well veg- Stades of the Brooks Lake Glaciation that is some 2000
etated. The deposit is locally associated with gla- years older than previously reported limiting dates [Detter-
ciolacustrine sediments. Ukak drift overlies and incorporates man and Reed, 1973; Henn, 1978].
Lethe volcaniclastic material, and represents a glacial re-
advance of at least 3 km from post-Iliuk retreat positions. CLIMATE VARIABILITY AND GLACIAL

Katolinat Drit. The youngest glacial deposit in lower FLUCTUATIONS
Windy Creek is the Katolinat drift, which is preserved as a Geologic records of ice sheet growth around the world
nested pair of 10- to 20-m-high, well-developed terminal constitute one of the fundamental data sets documenting cli-
moraines that were largely buried by the 1912 ashflow of mate change during the Quaternary Ice Ages. In some cases
the Valley of Ten Thousand Smokes. Katolinat drift tends to glaciers can respond rapidly to short-term climate forcing,
be clay-rich with variable concentrations of clasts, and is with most glaciers in Alaska and around the world having
composed in part of glacially retransported volcanic rockfall retreated rapidly in response to mean annual warming of
debris. Katolinat moraines are associated with up to 20 m of 0.5-1.0° since A.D. 1750 [Grove, 1988]. Supporting evi-
glaciolacustrine silts and clays rich in dropstones and dence is needed, however, before rapid glacial fluctuations
reworked Lethe pumice, and are directly overlain by exten- such as those documented during the Pleistocene/Holocene
sive thick peats and organic-rich silts. transition of the Alaska Peninsula can be attributed to cli-
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mate change. First, it is desirable that other proxy climate - - - - - - -

records show e~iderce of broadly synchronous climate var- illa __------

iability. Second, it is desirable to establish an a priori link
with a plausible climatic forcing mechanism operating on a Figure 3. Time-distance plot of glacier advances with radiocarbon
sufficiently small time scale. The Milankovitch model of dates and major volcanic marker horizons.
climate change links climate variability to orbitally derived
insolation curves, but can account only for steady unin- matic deterioration. A reduction in C02 from ca. 280
terrupted warming or cooling over periods of 104-105 years. p.p.m.v. to 180-200 p.p.m.v. during the last ice age prob-

ably accounted for global temperature derreases of 3.0-
Proxy Climate Records 4.OC [Genthon et al., 1987].

Proxy climate records are derived when a given param- The role of changing solar intensity in climate change is
eter varies through time in response to changing climatic also important. The rate of 14C production in the earth's
conditions. A review of an array of such records shows atmosphere is inversely related to solar activity; variations
broad similarities to the late Pleistocene/Holocene glacial in the radiocarbon content of annual tree rings therefore
geologic record from the Alaska Peninsula (Figure 4). Good yield a record of solar -t;vity [Denton and Karldn, 1973;
agreement exists between deglaciation at ca. 13,000-12,000 Fisher, 1982; Stuiver a.,. iunas, 1989]. Fisher [19821
years B.P. and rapid warming in ice and marine records. Ice found radiocarbon and ic,. .owre oxygen-isotope records
core deuterium records and oxygen-isotope ratios in sedi- highly coherent, indicating that colder temperatures are
ment cores subsequently show temperature minima ca. associated with low solar activity. Changes of about 1% in
11,500 years B.P., and foraminiferal coiling ratios in the the solar constant have occurred in historic time and may
northwest Pacific Ocean also record a distinct cold period have accounted for a 1.0-1.5*C temperature drop during the
centered ca. 10,500 years B.P. Transient early Holocene "Little Ice Age" [Eddy, 1977]. Solar intensity variation,
cold intervals of lesser magnitude ca. 8000-9500 years B.P. operating over much shorter time periods than earth-sun
are suggested by oxygen-isotope ratios in sediment and orbital geometries, may thus be important as a potential
polar ice cores, and by the micropaleontological records. source of rapid climate change.
The ice core deuterium record shows a brief cold period at Figure 5 shows two late-Quaternary ice core C0 2 records
roughly 7000 years B.P. Allowing for differences in age and a solar activity record extending to the beginning of the
control, the evidence seems to support the hypothesized Holocene. The CO2 records show large increases in CO2
transient periods of low temperm.ures at ca. 10,500-1 1,500 content in progress at ca. 13,000-12,000 years B.P., broadly
years B.P. and ca. 7000-9000 years B.P. correlative with deglaciation in Southwest Alaska following

the Iiiuk Stade. Subsequent brief drops in CO2 concentra-
Some Possible Mechanisms of Transient Climate Change tion, probably corresponding to colder temperatures, occur

We suggest two possible mechanisms which may account ca. 8000-9000 years B.P. and during the latest Pleistocene
for the high degree of climate variability recorded by glacial ca. 11,000 years B.P. Proxy records [Stuiver and Braziunas,
deposits on the Alaska Peninsula during the Pleistocene/ 19891 suggest that there were multiple comparatively long-
Holocene tmn-: lon. These include: (1) short-term changes lived sun.spot minima between about 8000 and 10,000 years
in the atmezopneric concentration of greenhouse gases, ago. Thus, although calculations based upon orbital per-
including CO2 and CH4, and (2) changes in solar intensity. turbations alonc would suggest that solar insolation was

Atmospheric CO2 content and, to a lesser extent, CH4  higher than today during summers of the early Holocene,
content are recognized as major instruments of climate the sun may have undergone several periods when its aver-
change via the "greenhouse". effect. The influence of chang- age intensity was about 1 % lower.
ing CO2 is so pronounced that doubling preindustrial con- We suggest tha: low atmospheric CO2 concentrations
centrations has the potential to increase global temperatures coupled with, and perhaps in part triggered by, low solar
by 1.5-4.50C, and two to three times that in high latitudes intensity may have been instrumental in creating conditions
[Hansen et al., 1981; Paterson and Hammer, 1987]. Sim- favorable for rapid transitions between CO2 "icehouse"
ilarly, decreasing atmospheric CO2 content will result in cli- effects and CO2 "gieenhouse" effects during the latest Wis-
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Figure 4. Proxy climate records spanning the last 20,000 years: (a) deuterium concentrations in the Vostok ice core [after Barnola et al.,
1987); (b) stacked oxygen isotope ratios from ocean sediment cores [after Mix and Ruddiman. 1985]; (c) foraminiferaJ coiliMP ratios in
Pacific sediment core CH84-14 [after Kaliel et al., 1984]; (d) oxygen isotope ratios in the Vostok ice core [after Dansgaard et al., 1984]. Tune
expressed as kiloannum before present (kabp).

consin and the early Holocene. The resulting brief, rapid (2) Radiocarbon dating, stratigraphy and tephrochronol-
periods of environmental change could -. ;t glaciers, par- ogy have generated ages of ca. 11,000 years B.P. for the
ticularly in certain sensitive, high-latitude areas. Mountain- Ukak drift and ca. 9000 years B.P. for Katolinat drift.
ous and close to its Pacific Ocean moisture source, the (3) Several independent proxy climate records, including
Alaska Peninsula is ideally suited to record such events, marine data from the Northwest Pacific Ocean, record rapid

warming ca. 13,000-12,000 years B.P., followed by cold
SUMMARY periods within the intervals of ca. 10,500-11,500 years B.P.

(I) Detailed geologic mapping near Windy Creek on the and ca. 7500-9000 years B.P.
Alaska Peninsula has identified two previously unrecog- (4) Variations in atmospheric CO2 concentration and
nized sets of post-late-Wisconsin, pre-Neoglacial glacial solar intensity are two possible mechanisms for rapid, tran-
deposits that reflect episodes of ice expansion. sient climate change.
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An Algorithm of Approximate Paleo!emperature Calculation of the Earth Surface
by Temperature Measurements in Deep Boreholes

N. ;,i Baranova and S. F. Khroutsky
Department of Geocryology, Geological Faculty, Moscow University, Moscow, U.S.S.R.

ABSTRACT
The pr.3p-sed algorithm of paleotemperature calculation is an independent

analyticC mretnowi of global climatic change in the Upper Pleistocene and Holocene.
It is baseC -:'r .onstruction of determined and non-determir -1 heat exchange
models in ro, ks, i.e., a system approach to the problem.

The determined model of the process is expressed by a mixed marginal problem
for the heat conductivity equation. Unknown paleotemperatures of the earth surface
as piecemeal-continuous time functions are determined in order to reach the
conclusion of a mixed marginal problem of paleotemperature close (in the sense of
minimum mean quadratic errors) to modem temperature profiles in deep boreholes.
The temperature algorithm is also used to calculate geothermal gradients and the
time homogeneity intervals of these quantities. Input data Are the heat physical
parameters of rocks and the number of discontinuity points of sought-for functions.

A numerical experiment was carried out for a period of about 20,000 years
according to real temperature measurements in deep boreholes for a 400-m-thick
stratum. As a result, eight "steps" of the group-average of marginal temperature and
geothermal gradient were restored. The algorithm is presented as a FORTRAN-IV
language program. The transformation of two measured masses into one measured
mass is the key feature of the program.
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Arctic Environments and Global CUinge:
Evidence in Deep Permafrost Temperatures, Canaji;'- Arctic Archipelago

Alan Taylor
Terrain Sciences Divisicn, Geological Survey of Canada, Ottawa, Ontario, Canada

ABSTRACT
In considering the role of the polar regions in future global change, one may

look toward these regions fcr evidence of past environmental change. Deep ground
temperatures provide one window on past surface temperaturer, which may be
interpreted in terms not only of past climate but also of past environmental
conditions.

Across the Car.adian Arctic Archipelago, there is no consistent curvature in deep
ground temperature profiles that can be modeled in terms of warming of the past
century. This contrasts with the result reported by Lachenbruch et al. [1986] for the
Prudhoe Bay area of Alaska and may be a consequence of the much larger region
and wider well spacing considered in the Canadian case. Any curvature present var-
ies from well to well and may be interpreted in terms of surface temperature
changes of the order of 1-3 K on the scale of decades to centuries.

However, there is some evidence that these surface temperature histories may
arise from long-term changes in paleoenvironmental factors as well as climate. For
instance, the paleoclimate derived from oxygen isotope data at the Agassiz Ice Cap
has been compared with the geothermal signature at a well some 180 km to the
west. For the Little Ice Age (LIA), the Agassiz paleoclimate explains only half the
measured variation in ground temperatures at the geothermal site; the remaining
variation may be due to other environmental effects, such as an increase in snow
cover following the LIA. This is consistent with extrapolated surface temperatures
7 K higher than othei Arctic sites and the unusually deep snmw cover observed
today.
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V/ ABSTRACT
Stage 5e of the marine oxygen isotope record is the last time when world ice vol-

ume was lower, sea level was higher, and world climate warmer than during any
part of the Holocene. To develop more accurate proxy data for natural climate
change during the last interglacial, a multidisciplinary group of scientists working
as regional teams has developed Project CELIA to generate and synthesize knowl-
edge for this period from high latitude terrestrial and nearshore marine environ-
ments. We have cited 13 terrestrial sequences distributed across the Arctic and
Subarctic for detailed study based u , well-exposed straf -raphy, abundance of
organic remains, and geochronological potential. In addition, information from
select marine cores bearing terrestrial pollen and ice cores from Devon and Agassiz
Ice Caps will also be incorporated. These data will highlight regional changes in
vegetation patterns, tree line position, permafrost distribution, and sea ice condi-
tions from which ocean/atmospheric changes can be inferred. This information will
be of value for testing hypotheses generated by GCMs and other simulations of
interglacial conditions, refining such models and providing insight to future envi-
ronments resulting from global warming. CELIA will be carried out over the next 5
years and will be directed by an international board of experts under the auspices of
the University of Alberta's Canadian Circumpolar Institu CELIA Publication
No. 004). /

INTRODUCTION Man's activities during the present interglaciation include
Project CELIA (Climate and Environment of the Last the beginn;,ngs of forest clearance as early as 10,000 years

Interglacial in Arctic and Subarctic North America) is an ago and continuing to the present, and more recently, the
international cooperative research program develoi-d to: (1) rapid modification of the composition of the atmosphere.
generate and synthesize data on Isotope Stage 5 high lat- These have been characterized as a "gand experiment" with
itude terrestri-i and nearshore marine environments: (2) test an unpredictable outcome. All of mankind is part of that
hypotheses gei.erated by general circulation models and "experiment" and while we cannot simply step out of the
other warm e2 tih or interý 'acial simulations; and (3) by loc- ongoing changes because the outcome appears unfavorable,
umenting the past, provide insight into future environment we can prepare for the different world of the near future by
as a resulh of global change. gaining precise knowledge on past intervals of warme;
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Glacial Marine Sediments from the Antarctic Peninsula:
A Record of Climate Change and Glacial Fluctuations During the Late Holocene

E. W. Domack and L. Burkley
Geology Department, Hamilton College. Clinton, New York, U.SA.

ABSTRACT
Present climate conditions along the western side of the Antarctic Peninsula vary

from subpolar, in the north, to polar in the south. Thus, the region provides an ideal
setting in which to study the relationship between climate and glacial marine
processes in Antarctica. Physical oceanographic measurements (211 CTDT casts)
and bottom sediment samples (>104) provide the data base for the following
conclusions. Subpolar glacial regimes in the South Shetland Islands are dominated
by extensive surface melting, elevated equilibrium lines (ELA) and efficient
conduction of surface meltwater to the terminus of tidewater and terrestrial glaciers.
These conditions control sedimentary processes in the marine realm by the efficient
and widespread dispersal of suspended sediment by overflow plumes. Terrigenous
facies, therefore, dominate throughout the fjord system.

The transition to polar conditions within glaciers along the Danco Coast and
Palmer Archipelago is characterized by lower ELA (near sea level), limited surface
melting and dynamic sea ice conditions. Basal melt processes appear to dominate,
especially where subglacial marine cavities exist beneath glacial termini. Most
terrigenous sediment is transported by ice-rafting or by cold, mid-water plumes,
which spread horizontally until restricted by bathymetric features. Biogenic (dia-
tom) muds and ice-rafted debr;3 dominate sedimentation in outer bay settin.;s; the
former is enhanced by warmer temperatures, increased sunlight, and minimal dis-
turbance of surface layers within the fjords.

These facies transitions are well constrained statistically by regression analyses
of textural and compositional variations with respect to distance. from sediment
sources (glacial termini). Correlation trends within individual ice drainage systems
can be applied to marine sediment cores which contain a record spanning
approximately the last 3000 years (based upon accelerator 14C and 21OPb
chronologies). A period of enhanced terrigenous (surface meltwater) input follow-
ing more extensive glacier ice is documented in Hughes Bay on the northern Danco
Coast. By analogy with modern c-•,dtions it is presumed that mean summer
temperatures around 700 to 1000 years B.P. were at least 21C warmer than at
present. A number of depositional cycles are recognized from fjords further south
but thc.se require additional study before interpretations are forthcoming.
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climate. In order to achieve this, a "control situation" free of degradation resulting from warmer temperatures influence
human influences is required. A reconstruction of the paleo- the northern landscape? Were there qualiteive and quan-
climate and paloenvironment during Stage 5, and par- titative differences between the thermokarst terrain of Stage
ticularly Stage 5e, provides such an opportunity. 5e and that of the early Holocene? What does stratigraphic

evidence of deeper than present thawing imply about former
STAGE Se, THE LAST INTERGLACIAL mean annual tempers ?

Stage 5e of ihe marine oxygen isotope record, 126,000 (2) What were the ranges of various plant and animal
years ago, was the last period of time of lower world ice taxa, and what do these imply about 5e climate? Can we
volume, higher sea level and warmer world climate than identify particular species that are readily recognized as fos-
during any part of the Holocene. It is the most recent period sils and whose present distribution is sensitive to various cli-
of time with a climate as warm ar that anticipated for the matic parameters? Are there species which are well
near future as a result of anthropogenic changes to the represented as fossils but for which autecological informa-
atmosphere [Dickinson and Cicerone, 1986; Hansen et al., tion is lacking?
1987]. In addition, it is now known that CO2 levels during (3) When Stage 5e pollen spectra are compared with
Stage 5e increased, with the greatest buildup prior to the modem climate-pollen calibration sets, what numerical esti-
sharp decline in world ice volumes [Genthon et al., 1987; mates are obtained? How useful are pollen data from the
Bartlein and Prentice, 1989]. Several Stage 5 sites across high arctic with low pollen production and the possibility of
high latitude North America give indications that tree lines contamination from late Tertiary pollen?
and other species' raiges advanced beyond their Holocene (4) What was the speed and nature of the onset of inter-
limits and that the permafrost table was either as shallow as glacial conditions at the beginning of Stage 5e? (This is a
now, or that permafrost was absent over much of the sub- very important question with respect to "greenhouse warm-
arctic [Schweger and Matthews, 1985; Matthews et al., ing" and identification of forcing factors.) How much cli-
1990; Hughes etal., 1991]. matic variability characterized the whole of Stage 5, is it

In total, Stage Se is an ideal time period for investigating possible to easily distinguish 5e, and what is the nature of
climate change, especially warming, and the attending envi- the stage 5e termination?
ronmental responses. This conclusion was also reached by (5) What is the nature of the nearshore marine record for
the International Council of Scientific Unions' (ICSU) Sci- Stage 5e and can it be used to correlate terrestrial and deep
entific Steering Committee on Global Changes of the Past, sea marine records? What has been the extent of coastal ero-
which identified study of the last interglacial as an inter- sion and irandation during Stage 5e? Is it possible to deter-
national research priority, mine anything of Stage 5e sea ice conditions?

(6) Finally, to what degree do climatic reconstructions of
PROJECT CELIA: OBJECTIVES Stage 5e agree with model simulations for that time period?

A prime objective of project CEL.A is the recovery and Do the model simulations provide the type of estimates that
synthesis of qualitative and quantitative information on the can be tested by reference to climate proxy data?
climate and environment during the last interglacial. This
will be accomplished through field and laboratory research PALEOCLIMATIC MODELS AND
on selected high latitude sites where a variety of paleo- HYPOTHESES TESTING
ecological and proxy climat. methods (e.g., fossil pollen, Computer-based climate models are the most effective
insects, seeds, soils propertic~s, stable isotopes) will be means of simulating the dynamics of global climate and cli-
employed. Qualitative information should be important in mate change given orbital perturbations, new forcing func-
supplementing and enriching the quantitative data sets. As a tions and boundary conditions. This potential is being
result of these qualitative and multidisciplinary inputs, widely explored as a means of predicting future global cli-
CELIA will provide a broader and more complete view of mate under a CO2-enriched atmosphere. Such models have
the paleoenvironment of the last interglacial than has here- already been used, not without controversy, to predict
tofore been possible. marked warming particularly at high latitudes by the turn of

Project CELIA will deal only with the arctic and sub- the century [Hansen et al., 1988]. Further development and
arctic regions of North America and Greenland. This is refinement of computer models will be undertaken; how-
appropriate, as northern regions are to be the first to expe- ever, they w:11 require rigorous testing of model predictions
rience future warming and it is here that warming is with actual ci-mate or paleoclimatic data sets. It is best,
expected to be greatest As well, the cold climate of the arc- therefore, if climate mc-ielers work closely with other sci-
tic/subarctic ensrres optimal fossil preservation, frequently entist in developing research programs that will facilitate the
enabling identification of fossil insects or seeds to the spe- testing of model simulations. The COHMAP [1988] project
cies level. t is in the arctic/subarctic that many species designed to test climate simulations based on orbital per-
including tr-s meet their present-day climatic limits, and turbations over the last 18 ka is an excellent example of
permafrost, or sporadic permafrost, is widespread. These such an approach.
important environmental discontinuities and thresholds Project CELIA is working closely with John Kutzbach,
ensure that sensitive and accurate paleoenvironmental Center for Climatic Research, University of Wisconsin, in
records can be eablished. developing model runs that can be treated as hypotheses.

The objectives of CELIA may be framed in terms of we Preliminary GCM model results for the climate of the last
following major questions: interglacial (126 ka) are n,,w available to CELIA as a first

(1) What was the distribution of continuous and dis- step in this research program. Thes resuits indicate that
continuous permafrost during Stage Se? How did permafrost Northem Hemisphere summer radiation was more than 10%
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might include fossil insects and seeds, hematite production
Stratigraphy in soils, ground ice history or marine molluscs, to name a

few.

GEOCHRONOLOGY
Dating at 80-130 ka isotope Stage 5 (including stages

5a,b,c,d,e) is well beyond the range of radiocarbon dating,
Data Management necessitating reliance on other dating methods to identify

the warmest Stage 5e. There is controversy over the age of
the last interglacial and the possibility exists that in some
w=eas the warmest period may not have been during Stage 5e
[Funder, 1989]. In Alaska and Yukon Stage 5e is recognized

Paleontology Geochronology in relationship to the Old Crow tephra [Edwards and
McDowell, 1990; Matthews et al., 1990], although even this

Figure 1. Conceptual framework for research at CELIA sites i is not without other points of view [Begs et al., 19901.

trating how different aspects of studies at individual sites will be st w etmut be dsinguished on a eo 90]c
coordinated. Stage Se must be distinguished on a geochronological

basis in order to avoid circular arguments as to what is the
greater at 126 ka than at 9 ka [Pre• and Kutzbach, 1987]; last interglacial. It is also important that its duration is
that July temperatures increased over present-day model val- known so that rates of change within the period can be
ues from 4-69C for large areas of the high latitudes; that established (see objective 4). Application of multiple geo-
January temperatures increased to a maximum of 40C over chronological methods for each study site will be an impor-
northern European Russia (elsewhere, 0-20C) with a notable tant part of CELIA's research activities and will require
exception over the eastern Canadian Arctic where January coordination and close cooperation between a variety of
temperatures declined by 4-60C; and that there was little workers and laboratories. The multiple dating method
change in high latitude precipitation 125,000 years ago. approach has precedence. The literature contains numerous

examples of "classic last interglacial" deposits that on sub-
QUANTITATIVE METHODS sequent study have been found to greatly pre-date the last

Because project CELIA will involve many researchers interglacial. Such deposits were initially considered last
and will be making continent-wide comparisons between interglacial because they were the uppermost buried deposit
study sites and resulting data sets, it is important that stan- with a warmer-than-present fauna or flora. Although the
dardized methods be developed and employed wherever assumption that such horizons ought to represent the last
possible. This includes field and laboratory methods as well time that the plant was in an interglacial mode, the demon-
as data storage protocols (Figure 1). Some computer soft- strated incompleteness of the terrestrial record underscores
ware has already been developed and a standardized spread- the fallacy of this interpretation. Because there is some pos-
sheet will soon be available [Maher, 1991]. Computer sibility of confusing interstadial _,n interglacial horizons,
storage facilities are to be established at the Canadian Cir- even radiocarbon can play an important role.
cumpolar Institute (formerly Boreal Institute for Northern
Studies), University of Alberta, and the Department of Geol- IMPLEMENTATION AND ADMINISTRATION
ogy, University of Wisconsin, to ensure easy access to the CELIA is made up of an active board of thirteen
CELIA data sets. researrhers that have study site and methodological exper-

Excellent progress has been made in the use of climate- tise, and is administered through the Canadian Circumpolar
pollen calibration for paleoclimatic reconstructions during Institute, University of Alberta. Other researchers will par-
the Holocene utilizing various multivariate methods [e.g., ticipate in project CELIA through cooperative liaison with
Bartlein et al., 1986; MacDonald and Reid, 1989]. The use the Board or Board members.
of such methods will figure prominently in project CELIA Fourteen study sites have been identified on th" basis of
as fossil pollen data for the last interglacial become avail- their potential for future CELIA research, and iy range
able from the network of study sites; and the project from western Alaska to Greenland, and from terrestrial,
requires that CELIA work closely with a variety of research- coastal, 2nd near-shore marine environments to marine
ers (i.e., L Brubaker and P. Anderson, Univ. of Washing- cores that record terrestrial conditions (Figure 2). Research
ton; P. Bartlein, Univ. of Oregon) in developing modern at each site will be the responsibility of a site manager (Fig-
pollen data sets and the appropriate numerical mrahods for ure 3), who is also a Board member, in consultation with the
estimating paleoclimatic parameters. CELIA co-chairmen (Schweger and Rutter) who will serve

Certain assumptions must be made, however, regarding as geochronology and paleoecology coordinators. The site
analogous conditions of climate, vegetation, and soil devel- manager and coordinators, together with other Board mem-
opment when applying modem climate-pollen data to bers who represent various methodologicai specializations,
reconstruct the paleoclimate of the last interglacial. In this will identify the most appropriate methods and personnel to
regard, the numerical methods employed are not without employ for ea-.h site, the maintaining of a timetable, and
fault [Maher, 1989]. To meet this problem, project CELIA data protocols. A data base manager will be responsible for
anticipates that progress will be made in establishing other mainternace of the CELIA data sets and their availability to
proxy indicator data sets that can serve as a check on con- those undertaking paleoclimatic syntheses.
clusions reached through pollen studies and at the same time Regular Board meetings will be scheduled to assure a
provide additional paleoclimatic estimates. Such data sets high level of communication •ii participation and col-
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PONAM project (Polar North Atlantic Margins-Late Cen-
•,p• , "..ozoic Evolution) designed, in part, to document the last gla-

5"-* ' cial cycle in the North Atlantic is a good example; CELIA

4;-1" 9 - .(Board member G. Miller attended the last PONAM (1989)
meeting as an observer.

"14 On October 16-19, 1990, the fazst workshop funded by
( 1NATO's Global Change Program was held in Denmark to

interface CELIA with similar projects in Europe and the
Soviet Union. The results of this workshop will be pub-

- . lishedn Quaternary Inernational.0.......... PW... 0
'1:/ •SOCIOECONOMIC IMPORTANCE OF CELIA

Z_ ;,. ....S . - --- The region dealt with by project CELIA includes the
.... - northern tree line, geographical limits for hundreds of plant
. .T . .. ONtA0_O/,._fTO,_ . ........ and animal species and continuous and discontinuous per-

,C0.... 1,0 .. 2 ...... .... . . .. mafrost. It is also home to native peoples who continue to
w, .",o. Co., Io 3 ... 0........... engage in traditional subsistence activities that are depei

dent on the timing of spring river breakup, cold and snow,
Figure 2. Distribution of selected CELtA sites across Arctic and winters, persistence of seasonai ice packs and adequate for-
Subarctic North America and Greenland. These sites are not exclu- age for game species. Because important prehistoric adapta-
sive of other known and potential 5e sites not listed her-- for future tions were made to the nearshore marine environments,
consideration, much of the archaeological heritage is at or only slightly

above the present sea level. Northern oil and mineral explo-
S,,, m", ration has intensified greatly in recent decades, adding to theI growing infrastructure provided by governments and native

groups, transportation links and construction projects. If
future warming occurs, the north will be the first region to

-l --i ,,,..,, sense the change and experience the socioeconomic
-Iohc impacts.

I I IMany studies and publications have noted the "fragile"
UMewwfy of Uo.• .- -DATA A POS"tRY - to C •,.. 1.8 6 nature of the arctic/subarctic regions, and call for more base-

line information in order to access environmental a' 3ocial
'gure 3. Organizational framework for the collection of samples impacts of human activities in the north. The moo. 'on

and processing of data from each CELIA site. of the atmosphere and the attending climate L t
expected over the next decades represent the greatest .,

lective decision-making. Project CELIAs first full Board of human intervention in the north. It will have gr'at i,'-
meeting was held January 5-6, 1990, at the then Boreal in all geographic areas and on all aspects of nortn,,, ,
Institute, University of Alberta; the next was held in the fall including changes to plant and animal distributions, pest
of 1990 in Denmark (see below). Project CELIA's progress plants and insects, thawing of permafrost, increasing erosion
will be regularly published as single and collected papers and slope failure, incheasing peatland "-.radation, destruc-
under individual or, when appropriate, group authorship. tion of archaeological sites and a host %,. -..-w problems for
Quaternary International Pergamon Press has already northern communities, native peoples and industry.
offered to publish a journal issue devoted to project CELIA Through project CELIA site-specific paleoenvironmental
research results. Final results and synthesis will most likely data will be synthesized and utilized in developing pre-
be published as a book or monograph (see timetable). dictive capabilities regarding global warming at high lati-

tudes. This is an application of great importance to the
INTERNATIONAL RELATION3 environment and development of all northern lands.

Project CELIA presently maintains a close relationship CELIA TIMETABLE
with international global change research groups through the CEA t iMeTAbL e
activities of individual Board members. Notable are N. Although a startup grant provided by the then Boreal
Rutter's participation in ICSU's Scientific Steering Con- Institute led to a draft proposal distributed in 1989, project
mittee for Global Changes of the Past and his role as Pres- CELIA must be thought of as beginning with its first full
ident of INQUA. Board meeting in January, 1990. CELIA's five-year time

As presently conceived, project CELIA is to reconstruct table will be as follows:
the climate and environment of Stage 5e for northern North April, 1990. Release of CELIA proposal to Board members
America, including Greenland. Its ultimate success, how- for development of grant proposals.
ever, may rest in its international relationships and ability to Summer, 1990. Limited field investigations using existing
coordinate hemispheric data sets for climate model testing. funding within CELIA framework; development of datacloonat chagemisphafteri a, setsbal." Therefori e, mdEL wtinl base protocols; submission of major grant proposals
Global change is, after all, "global." Therefore, CELIA will (NSERC, NSF, etc.).
seek to establish close ties with Nordic and Soviet research- October, 1990. NATO Advanced Studies Workshop held in
ers as well as with other-groups actively researching the last HansthlomDenmark, on CELIA to interface with similar
interglacial in terrestrial and marine environments. The European and Asian projects. This was the first workshop
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to be funded under NATO's new Global Change researchers to begin process of synthesis and testing.
initiative. Winter, 1992/1993. Laboratory research and synthesis of

April, 1991. Release of data base protocols; planning for results.
summer field work at designated CELIA sites. Summer, 1993. Limited field work, otherwise laboratory

Summer, 1991. Field and laboratory research; CELIA par- research and synthesis of results.
ticipation at INQUA meetings. November, 1993. CELIA Board meeting to begin final syn-

November, 1991. CELIA Board meeting to report on thesis and preparation for publication of final results.
progress and results and publications. Winter, 1993/1994. Final laboratory results and completion

Winter, 1991/1992. Laboratory rese-arch, planning for sum- of final synthesis.
mer field work and publication of results. June, 1 .naCeLi Ag

Summer, 1992. Field and laboratory research. June, 19S4. Final CELIA Board meeting to edit final

November, 1992. CELIA Board meeting with paleoclimate publication.
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A Proxy Late Holocene Climatic Record
Deduced from Northwest Alaska Beach Ridges

Owen K. Mason and James W. Jordan
Alaska Quaternary Center, University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

A-BSTRACT
A climatically sensitive, osc1i':-.,,-i pattern of progradation and erosion is

revealed in late Holocene accretion. -- sand ridge and barrier island complexes of
Seward Peninsula, northwest Alaska. Archaeological a~id geological radiocarbon
dates constrain our chronology for the Cape Espenberg beach ridge plain and the
Shishmaref barrier islands, 50 km to the southwest. Cape Espenberg, the deposi-
tional sink for the northeastward longshore transport system, contains the oldest
sedimentary deposits: 3700 ± 90 B.P. (13-23170) old grass from a paleosol in a low
dune. The oldest date on the Shishmaref barrier islands is 1550 ± 70 B.P. (3-23183)
and implies that the modem barrier is a comparatively recent phenomenon. Late
Holocene sedimentation along the Seward Peninsula varied between intervals of
rapid progradation and erosion. Rapid progradation predominated from 4000-3300
B.P. and from 2000-1200 B.P., with the generation of low beach ridges without
dunes, separated by wide swales. During erosional periods higher dunes built atop
beach ridges: as between 3300-2000 B.P. and intermittently from 1000 B.P. to the
present. Dune formation correlates with the Neoglacial and Little Ice Age glacial
advances and increased alluviat~on in northern and central Alaska, while rapid pro-
gradation is contemporaneous with warmer intervals of soil and/or peat formation
atop alluvial terraces, dated to 4000-3500 and 2000-1000 B.P.Y$i the last 1000
years, dune building is linked with heightened storminess, as reflected in weather
anomalies such as spring dust storms and winter thunderstorms in East Asia and
European glacial expansions.

INTRODUCTION in northwest Alaska. Warm conditions prevailed abor 4000
Beach Ridge Archaeology originated as an archaerlogi- to about 3300 14C years B.P. and from 2000-1200 1C years

cal survey stratagem to assist in deciphering the tempo of B.P., resulting in the progradation of the shoreline. Trans-
prehistoric technological changes [Giddings and Anderson, gmssive dunes built between 3300-2000 14C years B 1'. and
1986]. J. Louis Giddings [1966; Giddings and Anderson, during the last 1200 years, as a consequence of heightened
19861 outlined over 4000 years of prehistor in northwest storminess and coastal erosion during climatic conditions
Alaska using relative beach ridge position as a chronologi- producing world-wide glacial expansion. To place our
cal marker, but he did not correlate deposits from more than paleoclimatic record in cowext, we examine the boundary
one beach ridge complex or examine the internal patterning conditions influencing beach ridge deposition in ncwahwest
of individual zach ridge sets to obtain paleoenvironmental Alaska.
data. However, paleocimatic conditions may be inferred by
combining archaeological radiocarbon dates with ge. logical OCEANOGRAPHIC AND GEOLOGIC SETTING OF
evidence. THE SOUTHEAST CHUKCHI SEA

Our recent (1986-1989) geoarchaeological studies sug- The Chukchi Sea is an arm of the Arctic ocean formed by
gest the following sequence of late Holocene paleoclimate the shores of northwest Alaska and northeast Siberia (Figure
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Figure 1. Map of western AlaskiL these reasons, the record of Chukchi Sea shoreline change is

1), extending north of Bering Strait, 650N, to the fluctuating principally a reflection of climate-induced changes.

summer extent of Arctic pack ice at 71-750N. Ice covers the Sea Level History
entire Chukchi Sea during winter, leaving its shores subject The shallow (less than 80 m deep) continental shelf of the
to storm and wave processes for only 4 months in the open Chukchi Sea was sub-aerially exposed as part of Beringia
water season from July to October [LaBelle et al., 19831. during the late Pleistocene. due to the eustatic effects
The Chukchi Sea is microtidal with a range of less than a imposed by widespread continental glaciation. The trans-
meter, though meteorological events can cause sea levels to gression of the Chukchi shelf began before 15,500 B?.
rise as much as I m [Hume and Schalk, 1967]. Coastal cur- when Bering Strait flooded and continued until the modern
rents flow northeastward from the Bering Strait, deceler- sea level was approached at ca. 5000 years ago [McManus
ating near the entrance to Kotzebue Sound at Cape et al., 1983]. The evidence for sea level change is from off-
Espenberg, a circumstance favoring the deposition of sedi- shore cores and the interpretation of benthic foraminiferal
ment [Sharma, 1979:404]. faunas [McManus et al., 19831. Coring in waters 30-70 m

Five major beach ridge complexes are located at re- deep with cnly low annual accumulations of sediment,
alignments in sediment transport direction along the south- oceanographers do not record finer scale sea level changes

east coast of the Chukchi Sea, at Cape Prince of Wales, after 5000 Bp. To document late Holocene sea level history

Cape Espenberg, Sisualik, Cape Krusensten and Pt. Hope we rely on the terrestrial record and its superimposed
(Figures 1 and 2). Since longshore sediment movement is archaeological remains. Beach ridge deposition in Kotzebue
tied to the effects of onshore winds [Moore, 1966; Komar, Sound dates from only after 4000 B.P. and provides an
1976], Moore and Giddings [1961] proposed that the dep- upper limiting age on the establishment of near modern sea
ositional history of each beach ridge complex varied in rela- level, as suggested by Moore [1961] and Hopkins [1967].
don to shifts in the prevailing wind direction in the late Short-term eustatic sea level fluctuations may have pro-
Holocene. Net progradation over time also requires a com- o-"! the higher ridges at PL Hope 2000-1500 BP. [Moore,
bination of low or moderate tidal levels and a constant 1960] and P Pt. Barrow, where Hume [1965] recorded
source of sediment [Hayes, 1979; Kraft and Chrzastowski, transgressive gravel ridges (0.6-1.0 m above sea level (asl))
19F5]. Progradation can occur if sea levels are rising only if dated between 1750-1500 B.P. and 1000-900 B.P. Pdw6
the supply of sediment is high [Curray, 19641. To consider and Church [19621 also propose that beach ridges 1-2 m asl
these restrictions on progradation, we must consider the tec- at Pt. Barrow resulted from high eustatic sea levels pre
tonic setting and sea level history of the Chukchi Sea. vailing from 1200-1000 B.P. Mason [1990] suggests that

sea levels were only temporarily elevated due to low bar-
Tectonic Setting ometric pressure associated wi'. storms which deposited

Kotzebue Sound has not undergone appreciable tectonic higher gravel ridges. These temporary sea surface elevations
effects during the Holocene, based on offshore seismic- are evidence for climatically driven phenomena and not eu-
reflection studies [Eittreim et al., 1977]. Further, the coastal static sea level changes.
lowlands of northern Seward Peninsula were not glaciated In summary, then, the rapid eustatic sea level rise in the
in the PleiLtocene [P6w%. 1975], so we can exclude isostatic Chukchi Sea during the early Holocene precludes the pres-
factors from our considrrauon )f shoreline processes. For ervation of te,-restrial depositq until sea levels comparatively
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stabilized ca. 4000 B.P. We assume that sea level has been of erosional characteristics [Jordan, 1988], moving south to
nearly constant, within 1-2 m of present, during the late north: (1) the 30-km-long Wales beach ridge plain; (2) a 20-
Holocene because beach ridge complexes have progiaded at km stretch of late Holocene dunes overtopping the Pleis-
nearly all the critical headlands of the Chukchi Sea. Hence tocene silt bluffs between Mitletavik and lkpek; (3) the 150-
higher ridges are evidence of climatic variability aid not km-long Shishmaref barrier islands; (4) 30 km of tundra-
eustatic effects. covered bluffs in the Kitluk River region; and (5) the 30-

km-long Cape Espenberg beach and dune ridge complex, at
Sediment Sources the northern extreme of the Peninsula, which serves as the

Two abundant sediment sources are involved in building depositional sink for the entire coast. in this paper, we will
barrier and beach ridge deposits around the margins of the highlight the record from the Shishmaref Inlet barrier
southern Chukchi Sea: (a) offshore marine sands on the con- islands ari- the Cape Espenberg sand spit, which serves as a
tinental shelf, and (b) sands within terrestrial bluffs. Mason "type section" for the entire coast. The Wales beach ridge
[19901 estimates that about 90% of the sand deposited at plain is largely unstudied and will not be discussed here [cf.
Cape Espenberg is offshore sand transported toward the Mason. 1990].
shore under the influence of long-period swell associated
with fairweather conditions. The process of onshore trans- METHODOLOGY
port is temporarily reversed during storms which erode Mason [1937 19901 used geoarciaeological evidence to
mainland bluffs and transport sediment offshore and sub- distinguish depositional units at Cape Espenberg. Jordan
sequently downdrift. [1990] employed similar methods at Kividluk on the Shish-

maref barrier islands. The most reliable chronological data
STUDY AREA: are 14C dates on charcoal and temporally diagnostic artifacts

THE NORTHERN SEWARD PENINSULA COAST from archaeological sites. The cultural chronology of north-
The 250-kin-long northwest Seward Peninsula coast wes, Alaska plays a substantial role in interpreting chron-

alternates between extensive stretches of accretional beach ostratigraphic units and is reviewed by Mason [1990] who
and dune ridge topography fgrmed in the Holocene and modifies Giddings and Anderson [1986]. Extensive linear
eroded cliffs of silty sand -:,d tephra of Pleistocene age. clusters of house depressions are common in the youngest
Five principal zones (Figure 2) may be defined on the basis ridges while sites on older ridges are surficial scatters

UNITI UNIT II UNFTIII UNIT IV

2285±90 440±60 100±90
2,"40±80 700±70 200±70
2•00±90 1300±70 720±70 210±60
2530D±130 1360±90 730±90 300±50 240±70
2660±110 1410±60 790±70 730±100 260:50
2790±80100202±9

35701100 MO2.0012 590±90 209

~2. 1.0 17141 8 e5 432

3700±90 1640±80 820±70 1500- 60
3750±80

Figure 3(a). Schematic cross-section of Cape Espenberg 170±70
beach ridge plain. Radicx~arbon dates are plotted in relation 290±60
to distance from modern shore with depositional units shown ., 470±70
above. Archaeological dates are plotted above; geological ./

dates below. Two geologic dates from ridges E-4 and E-5
are on marine shell and require a correction of 500 yews [cf.
Mason and Ludwig, 1991]. Laboratory numbers in Mason
[1990]. (b). Schematic Cross-section of Kividluk Island,I
Shishmaref barrier islands. Laboratory numbers in Jordan 980±70 320±60
[1990]. 1550±70 460180

520±70
640±70
1070±80
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exposed within the basins of deflation hollows (blowouts) Chronostratigraphy
which contain ceramics, lithic artifacts, manufacture debi- The horizontal stratigraphy of Cape Espenberg is divided
tage and, occasionally, bone or charred sca mammal oil- into four depositional units (Figure 3a). Units alternate
impregnated sand. Though archaeological charcoal provides between low beach ridges and higher dune ridges, corre-
most . tie radiometric (14C) age assignments, samples sponding to differmnces in the degree of storm-related ero-
have also been obtained from purely geological contexts sion and deposition in post-storm recovery periods. Unit I
such as airfall tephra and 14C dates on grasses within paleo- formed between 3900-3300 B.P., Unit II from 3300-2000
sols and miarine shells (Figure 3). At Espenberg, the cultural BA'., Unit Ill between 2000-1200 B.P. and Unit IV from
(n=32) and non-cultural (n=5) data sets form a concordant 1200 B.P. to the present.
chronology with over 37 radiometric dates [Schaaf, 1988; The onset of Unit I at Cape Espenberg may be estimated
Harritt, 1989, 1990]. For Kividluk, on the Shishmaref bar- by tephra contained within a buried paleosol on the oldest
rier islands, ten dates are available, from both archaeolog- sand ridg,,. This thinly bedded (<1 cm) distal tephra is pro-
ical (n=3) and geological contexts (n=7) [Jordan, 1990]. visionally linked [J. Riehle, written communication, 19881

Depositional units are alsu defined on the basis of several tp the Alaska Peninsula Aniakchak eruption, dated to 4000-
other criteria, including pedologic and granulometric data, ' .00 B.P. [Miller and Smith, 1987; Riehle et al., 1987].
vegetational differences, and the development of blowouts Another independent date from a buried grass laver from the
and frost features. Aerial photo interpretation r,,nys an same (E-20) ridge set yielded a date of 3700 ± 90 B.P. (8-
instrumental role in delineating depositional uni. on the 23170), provides an additional upper age estimate of 3880-
basis of erosional scarps, vegetational and drainage differ- 3580 B.P. (using a two si';ma range) for the ,eginning of
ences. Three series of photos were used: the coastal NOAA beach ridge formation at Espenberg. Therefore, the first
series (1:30,003), the standard U-2 false color imagery beach Y idges at Espenberg must date from about 4000 years
(1:60,000) and a National Park Service fixed-wing over- ago.
flight (1:8000). Low beach ridges of Unit I were welded onto the Pleis-

Soil formation in the youngest dune ridges consists of tocene mainland in the west and atop an emergent shoal
thin silty laminae deposited at moisture thresholds, with lit- between 4000 and 3300 B.P. Sand in Unit I ridges (E-20 to
tie or no chemical alterat;in of grains [Soil Survey, 1975]. E-15) is intensely oxidized, forming spodosols (i.e., Bw soil
In older dune ridges, iron-rich sand particles are oxidized hori )r ) [Soil Survey, 1975]; evidence of a warmer climate
and transported down the soil column, foiming mottled [Mason, 1990]. Ephemeral ercimpments of Arctic Small
weathering zones and, in many places, indurated (L.: :rete) Tool tradition-related cultures dated .) 3570 ± 100 B.P. (8-
horizons. The soil chronosequence at Espenberg is well con- 19643) [Schaaf, 1988:165] and 3750 ± 80 B.P (8-33758)
strained by archaeological 14C dates and provides a supple- [Harritt, 1990].
mental source of paleoclimatic information (see below). In Massive storms about 3300-3000 B.P. scarped and trun-
ter as of grain size, older, longer stabilized ridges show finer ceard Unit I ridges and led to the formation of Unit H. In
gr, in populations whereas younger dune ridges are coarser the third millennium, 3000-2000 B.P., the net erosional
[Mason, 1987, 1990]. With increasing age, t'eculiarly arctic regime associated with large, frequent storms led to the
phenomena appear. frost-cracks form rectangular patterns landward translation of dunes over the older beach ridges.
across ridges over 500 m from the coast and swale ponds are Throughout Unit II times, a 1-kmn-wide tidal inlet remained
increasingly large in size and polygonal in shape with open between the two islands of the Espenberg system, an
ihceasin3 distance from the sea. indication of the, extent of the intensity of storm activity.

Two types of shore-parallel sand ridges form along the Numerons settlementr, 4f the Choris and Norton cultures
.oasts of the Seward Peninsula, each related to a different allow an upper age assignment for the construction of the
d&ositional agency. Low elevation (seldom >2 m asl), flat prominent dune ridge (E-14)--Unit Il--before 2790 ± 80
beach ridges are marine in origin, deposited during fair- (8-33759) to 2285 ± 90 (8-17968) B.P. (Figure 3a) [Schaaf,
weather, post-storm recovery periods [cf. Carter, 1988]. 1988; Harritt, 1990]. Though site loci are common on the
Dunes, up to 20 m high, form as sand from the beach is car- ridge, most archaeological manifestations consist (F sparse
ried landward by stong winds and is captured by lyme grass lithic or ceramic scatters often accompanied by charred, sea
(Elymus spp.). Dunes are a signature of fall or winter storm mammal oil-bound sands, The association of cultural
conditions. These contrasting depositional landforms occur remains with a buried A soil horizon implies that a brief
in .-iscrete locations at Cape Espenberg and the Shishmaref period of warmner and/or wetter conditions occurred in the
Islands and provide a dichotomy for the following climatic middle of the third millennium B.P. (see below).
interpretations. Extensive progradation and inlet closing started at Espen-

beeg after 2000 BA'. with the addition of low, smooth ridges
CAfE ESPENBERG BEACH RIDGE PLAIN (E-13 to E-6) separated by swales of over 100 m width in

Located at the north extreme of Seward Peninsula, the Unit Ell. Few archaeological remains are encountered in
Espenberg beach ridge plain is attached to the mainland at these ridges, which account for nearly half of the horizontal
its western limit and extends eastward into Kotzebue Sound accretion at Cape Espenberg. The permafrost table is less
as E. series of islands and a spit at its eastern extreme. The than 70 cm from the top of these ridges, •, circumstance
Espenberg sand ridges are increasingly differentiated to the leading to the development of frost crack and string bogs.
east, divisible njto 20 laterally continuous ridges at its wit Archaeological traces of several Ipiutak .ltare houses, dat-
est, eastern extent. Few individual ridges continue acrons the ing to ca. 1400-1300 B.P. [Harritt, 19S91, occur on E-8, a
entire systrn--ridges tend to bifurcate o; disarticulate into low ridge only 2 m above sea level. Considering the low ele-
closely related clusters, as expected on a prograding spit. vation and the evidence for humar occupation, we gain an
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appreciation of the infrequency and lessened intensity of progradation followed in the 500 years after the stabilization
massive storms during the period between 2000-1000 B.P. of the barrier platform. Thus, slow vertical accretion accom-

In Unit IV, high dunes built up to 20 m above sea level panied relatively rapid horizontal progradation, forming a
during an erosional regime beginning about 1200 B.P. The thin, seaward-thickening wedge of overwash and eolian
high dunes of this period choke off several of the cross- sand deposited between 1600 and 1000 B.P.
cutting channels in the low-lying Unit I1 ridges. Radio- Shoreface erosion, landward migration of transgressive
metric determinations from buried archaeological horizons dunes and the transfer of marine sediments through inlets
associated with the western Thule and old Kotzebue cultures and surge channels characterizes barrier dynamics for the
reveal that dune-building occurred before 800-600 and 300- past 1000 years (Figure 3b). Landward remtru of extensive
200 B.P. [Harritt, 19891 or A.D. 1000-1100 and A.D. 1500- transgressive dune deposits has provided sediments to both
1600, in calibrated ages [Mason, 1990]. The seaward aspect offshore and backshore environments. Backbarrier marsh
of the dunes is eroding, as indicated by a prominent scarp has expanded onto washthrough flats built above the inter-
and photogrammetric measurements that 8 to 13 m of retreat tidal zone at Kividluk island [cf. Godfrey et al., 1979].
occurred from 1949-1976 [Jordan, 1988]. The barrier island archaeological record is abundant for

In summary, dune-building activity is concentrated in the period from about 500 B.P. to present and is preserved
three periods at Espenberg: (a) 3300-2000 B.P., (b) from in eolian settings, particularly in transgressive backbeach
1200-600 B.P., and (c) with lessened intensity from 250 dunes which provide sufficient topographic relief above the
B.P. to the present. Assuming that dune building is cor.. water table. Prehistoric houses are found atop or in the lee
relative with increased storminess, as in the North Sea of high transgressive dunes, while low-elevation beach
[Jelgersma et al., 1970; Lamb, 1988] and Australia [Thom, ridges contain only prehistoric and historic cache features.
1978], then the ridges at Espenberg are a proxy climatic Archaeological loci exposed in dune scarps at Kividluk are
indicator. Planar or beach ridge progradation presumably dated at 470 ± 70 B.P. (1B-34772), 290 ± 70 B.P. (1-17958),
occurred during "fairweather" post-storm recovery condi- and 170 ± 70 B.P. (0-17973) [Schaaf, 1988; Jordan, 1990].
tions dominated by high pressure conditions as in July/ The situation on the Shishmaref barrier islands parallels
August [cf. Carter, 1986]. During the time periods with less that of Espenberg during the last 2000 years; however,
intense and longer storm recurrence intervals, beach ridges deposits earlier than 2000 B.P. are not known from the bar-
would be low (0.7-1.0 m asl) and more likely to be pre- rier islands. Rapid progradation characterizes the barrier
served. In times with intense storms, beach ridges formed island sedimentary regime during the period 1700-1100
higher in elevation above sea level (1.0-1.7 m asl). During B.P. However, at about 1100 B.P. a high dune ridge began
the winter, these higher storm-elevated beach ridges were to build on the barrier islands and subsequently has migrated
more susceptible to eolian deflation, forming low dunes and landward under the influence of shoreface erosion. The
susceptible to further incorporation by growing beach grass Shishmaref barriers and Espenberg spit contain varying por-
during summer [cf. Carter, 1986; Hesp, 1988]. tons of the late Holocene sedimentary record, but both con-

tain similar deposits frmn the last 2000 years. Differences
SHISHMAREF BARRIER ISLANDS between the two areas ,rom 4000 to 2000 B.P. reflect vari-

The Shishmaref barrier islands, located 50 km updrift ation in sediment sourc4s, current strength and location in
from Cape Espenberg, extend for over 125 km and separate the longshore transport system. The Shishmaref barriers
Shishmaref Inlet from the Chukchi Sea. The islands are low may yet provide similar evidence for the transgressive,
in elevation and consist of a single, scarped high dune ridge stormy interval 3300-2000 B.P. in subsurface deposits or
backed by 13-20 low beach ridges or washover flats separ- evidence of older barrier island deposits may exist as pal-
ated by numerous abandoned surge channels. Descriptions impsests offshore.
of the sedimentary environments on the Shishmaref barriers
can be found in Jordan [1990]. Geological and archaeologi- DISCUSSION: CROSS-CORRELATIONS WITH
cal radiocarbon dates provide constraints on the history of OTHER NORTH AMERICAN ARCTIC LOCALITIES
barrier island development. Morphologic comparison with The sequence of storm cycles recorded at Cape Espen-
well-ated deposits at Cape Espenberg allows a relative age berg and the Shishmaref barriers correlates with other beach
estimate to be made for barrier formation. ridge complexes in western Alaska (i.e., Cape Krusenstern,

Wales, St. Lawrence Island and Sisualik) and with other
Chronostratit, yvuy proxy climatic records from northwest Alaska (Figure 4).

Prior to the progradational phase which began at some Temporal parallels in erosion and progradation at other
time after 2000 BY., the Shishmaref barriers probably were northwest Alaska beach ridge complexes are relpt." to the
frequently flooded, consisting of washover flats, numerous particular trajectories of North Pacific weather sy_'•,ns and
surge or tide channels, with only limited or episodic sub- the resultant effects on waves and longshore transport on the
aerial exposure. A geologic date of 1550 ± 70 B.P. (8- nearshore zone of western Alaska [Mason, 1990; Mason and
28183) was obtained from a basal organic peat horizon Ludwig, 1991]. Ultimately, the patterns of precipitation
exposed in a lagoon-margin trench at Kividluk. This date leading to glacial expansion and alluvial floods are also
indicates that marsh vegetation had stabilized the local tidal linked to the same synoptic patterns.
flat or barrier platform surface, and provides a minimum Progradational regimes at northwest Alaska beach ridge
date for the beginning of beach ridge progradation at Kivid- complexes reflect warmer mid-summer climatic conditions
luk and the barrier islands to the west. A basal date of 1070 from 4000-3000 and 2000-1200 B.P. In the former case,
±:80 B.P. (&-28181) on exhumed shoreface peat on the mod- paleosols or stable surfaces dated to 4000-3750 B.P. are
em beach at Kividluk reveals that nearly 1 km of horizontal reported from isolated localities across rorthem Alaska and
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northwest Canada, including the Ikpikpuk River southeast Kigluaik Mountains on the south Seward Peninsula [Calkin,
of Barrow [Rickert and Tedrow, 19671, on Banks Island 1988, written communication] and across Alaska [Calkin,
[Pissart et al., 1977), at Cape Denbigh in Norton Sound 1988]. Eolian sand deposition along the Kuparuk River
[Giddings, 1964] and in the Nenana River valley south of (near Prudhoe Bay) is due to a colder climatic interval
Fairbanks [Thorson and Hamilton, 1977; Powers and [Walker et al., 1981]. Widespread alluviation associated
Hoffecker, 1989]. Heightened pollen production ca. 4000 with glacial expansion occurred in the Brooks Range during
B.P. also indicate the occurrence of warmer sumnmer and/or 3000-2000 B.P. [Hamilton, 1981] and along the Tanana
autumn temperatures in northern Alaska [Brubaker et al., River [Mason and Beg6t, 1990] in concert with glacial
1983]. At the Alaskan North Slope locality of Kuparuk expansion in the Alaska Range [Ten Brink, 1983]. In addi-
River section, pollen production peaks after 3500 B.P. but tion, Hamilton et al. [1983] report that ice wedges formed in
deulines 2700 to 2500 B.P. [Walker et al., 1981:165]. central Alaska about 3500 to 3000 years ago, reflecting

Dune growth occurs from 3300-2000 B?. and epi- cooler temperatures.
sodically during the last 1000 years, during a net erosional The stormier conditions of the third millennium B.P. at
regime along the shoreline of Seward Peninsula. Other Espenberg correlate with the Neoglacial event, as defined by
beach ridge complexes (Cape Krusenstern, Wales, Sisualik) world-wide glacial expansions [Porter and Denton, 1967;
in northwest Alaska also undergo net erosional conditions Porter, 1986; Rdthlisberger, 1988] and the 2500-year B.P.
3300-2000 years ago and 1200 years to the present [Mason, cold climatic event in the Camp CentiLry ice core [Dans-
1990]. Stormy, erosional regimes on the coasts are tied to gaard et al., 1984]. The width of Unit II is about 75% less
increased precipitation and, hence, glacial expansion in the than the younger dune ridges in Unit IV and may provide a
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relative measure of storm rtcurrence intervals in the third that treeline expanded to higher altitudes during a warmer
millennium B.P., i.e., larger storms probably occurred in period between 2200-1200 B.P
more rapid succession, as compi.red to the last 1000 years. For the last 1000 years the sedimentary record of the

The buried soil dated at 2800-2500 B.P. on the Unit II Seward Peninsula coast may be compared with historic
ridges is evidence of increased precipitation or of a tem- records from China because similar ",eather phenomena
porary pause in the general trend of climatic cooling. Quite affect both east Asia and Bering Strait. Mason [19901 pro-
significantly, the record of Espenberg paleosols correlates poses that dune formation at Cape Espenberg is linked to
well with Sorenson and Knox's [1974] reconstruction for the synoptic phenomena in Siberia which produce anomalous
late Holocene displacement of the forest/tundra boundary in winter thunderstorms and dust storms in Beijing, both of
north-central Canada, which shows northern advances of which indicate colder conditions. The onset of cold condi-
treeline (and paleosols) at 3500 and 1600-1100 B.P., with a tions at Espenberg around 1200-1000 B.P. parallels the evi-
slight advance at 2600-2200 B.P. and a southward retreat at dence presented by Porter [1986] for glacial expansions
2900, 1800 and 800 B.P. throughout the northern hemisphere. Thus, the proxy cli-

The Espenberg paleosol record reflects a particular corn- matic record from Alaskan beach ridges corresponds closely
bination of climatic and ecological factors. The primary sig- with historic records from both east Asia and Europe, pro-
nal is one of stabilized, shrub vegetation and the absence of viding a means with which to reconstruct paleoclimate in a
grasses and appreciable eolian deposition, which indicates region lacking meteorological records prior to A.D. 1800.
the prevalence of increased precipitation coupled with
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In) • Holoceve Loess and Paleosols in Central Alaska:
___ A Proxy Record of Holoccne Climate Change
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V/ ABSTRACT
Episodic Holocene lcss deposition and soil formation in the sediments of the

Nenana valley of Central Alaska may reflect Holocene climate change. Periods of
loess deposition seem to correlate u ith times of alpine glacier activity, while paleo-
sols correspond to times of glacial retreat. These variations may reflect changes in
solar activity [Stuiver and Braziunas, 1989]. Other mechanisms, such as orbitally
forced changes in seasonality, volcanism, and atmospheric C02 variability may
also have affected Holocene climates and loess deposition.

INTRODUCTION second radiocarbon date of 10,690 ± 250, also on cultural
Eolian sediments can be sensitive records of clinpte charcoal, was collected about 60 cm above the gravel, near

change [Kukla et aL, 1988; Bigelow et al., 1990]. In the the base of Loess 3. A weakly developed paleosol (Paleosol
Nenana valley, approximately 150-180 km south of Fair- 1), consisting of several discontinuous organic stringers, is
banks, Alaska, a 2-m-thick deposit of sandy loess and loess located within Loess 3. A sandy loess (Sand 1) separates
is present on Pleistocene glacial outwash terraces. Several Loess 2 and Loess 3 and thus was deposited between about
paleosols in the loess have been radiocarbon dated at the 11,100 and 10,700 radiocarbon years ago (Figure 2).
Dry Creek archaeological site (Figure 1). The repeated epi- At the contact between Loess 3 and Loess 4 lies a thick,
sodes of palcosol formation and de broad similarity of the organic, contorted paleosol (Paleosol 2). Four dates on this
Dry Creek stratigraphy to otlher localities in the Nenana val- soil range between 23,930 ± 9300 and 7985 ± 105 (Table 1,
ley indicate that these deposits reflect regional changes in Figure 2). Two dates (12,080 years and 23,930 years) have
depositional environment. As a result, we suggest the chro- large standard deviations (>1000 years), and have possibly
nology of the loess and its paleosols provides clues to Hol- been contaminated by older material. The large standard
ocene climates in the Nenana valley, deviation is due to small sample sizes, and pretreatment may

have concentrated any lignitic contaminants present in the
DRY CREEK EOLIAN STRATIGRAPHY sample. Lignite is not present at the site, although extensive

AND CHRONOLOGY coal-bearing formations outcrop along the east side of the
The Dry Creek archaeological site is located at the bluff Nenana river, less than 7 km away [Thorson and Hamilton,

edge of an early Wisconsin or late Illinoian glacial outwash 19771. The two younger dates (9340 ± 195 and 7985 ± 105)
terrace. The stratigraphy at this site is broadly similar to are probably closer to the true age of the paleoscl. The
other archaeological sites in the Nenana and Teklanika val- paleosol may have formed during the entire interval,
leys, such as Walker Road [Powers and Hoffecker, 1989], although the 7985-year date came from a nearby test pit, and
Panguingue Creek [Maxwell, 19871, and Owl Ridge the exact correlation with the main section is not celtain
[Phippen, 1988] (Figure 1). At Dry Creek, unweathered [Thorson and Hamilton, 19771.
loess directly overlies outwash gravel; a radiocarbon date of Loess 4 is an unweathered deposit covering Paleosol 2.
11,120 ± 85 was obtained on hearth charcoal in Loess 2 Loess 5 directly overlies Loess 4 and includes a paleosol
about 30 cm above the gravel (Table I and Figure 2). A with numerous organic stringers (Paleosol 3). This paleosol
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Figure 1. Location of the Dry Creek site and other archaeologictil Figure 2. Generalized stratigraphy of the Dry Creek site and pro-
sites in the Nenana and Teklanika valleys, north-central Alaska venience of rt liocurbon dates (after Thrson and Hamilton
Range. 1 1977]).

Lab No. W4C Age Material Provenience Comments

I. 1ý±ttdern Charcoal Paleosol 4b Buried A horizon
-19:3.B 375 ±40 Peat and roots Paleosol 0b Buried A horizon

ai-2333 1145 ±60 Charcoal Paleosol 4b Buried A horizon
SI-2332 3430± 75 Charcoal Paleosol 4a Prc~iates soil formation
SI-1934 3655 ±60 Charcoal Paleosol 4a Predates soil formation
SI-1937 1670 ±95 Charcoal Paleosol 4a Predates soil formation
Si-2331 6270 ± 110 Charcoal Paleoso1 3
SI-1935C 6900± 95 Charcoal Paleosol 3
SI-1935B 8355 ± 190 Charcoal Paleosol 3
SI-2115 8600±460 Charcoal Paleosol 3
SI-1935A 10,600 ± 580 Charcoal Paleosol 3 Coal contamination?
SI-1544 19,050 ± 1500 Charcoal Paleosol 3 Coal contamination?
SI-2328 7985 ± 105 Charcoal Paleosol 2? Correlation not clear

SI,-,3 9340 ±195 Charcoal Paleosol 2
SI-1936 12,080 ±1025 Charcoal Paleosol 2 Coal contamination?
SI-1938 23,930 ±9300 Charcoal Paleosol 2 Coal conwqmination?
SI-1561 10,690 ± 250 Charcoal Paleosol I
SI-2880 11,120± 85 Charcoal Loess 2

Table 1. Complete radiocarbon date list from the Dry Creek site (after Thorson and Hamilton [ 1977], Table 4).
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consists of a 5-cm-thick organic band at the bottom, and Neoglacial and the Little Ice Age, as shown by the deposi-
several superposed thin organic bands. The total thickness tion of Sands 2, 3, and 4 at the top of the eolian section.
of Paleosol 3 is almost 20 cm. A single radiocarbon date of The loess and paleosol sequence at Dry Creek can be
8355 ± 190 was obtained from the lower organic band and a compared with other Holocene proxy climatic records. Fig-
series of five dates were collected from the upper organic ure 3 suggests similarities between the Dry Creek eolian
bands. These dates range between 19,050 ± 1500 and 6270 stratigraphy and Holocene glacial records. The Holocene
± 110. Two dates (19,050 years and 10,600 years) have glacial records are based on the generalized c-rves of
large standard deviations (>580 years) and may be affected Denton and Karldn 11973] and Rothlisberger t 9 86 .1,
by the same problems as the anomalous dates for Paleosol 2. derived from a global synthesis of alpine glacier histories.
The remainder of the dates lie between 8600 and 6270 years Also shown is a stable isotope record of high oititude north-
ago, and appear to define the general time period of soil for- em hemisphere changes from Greenland Camp Century ice
mation [Thorson and Hamilton, 1977]. core, which has previously been suggested to resemble the

Two additional paleosols (Paleosols 4a and 4b) occur Denton and Karl~n record. The Camp Cer,',zry 180 curve is
near the top of the section. Both are oxidized horizons, and presented in raw and filtered versions [Dansgaard, 1984].
are separated and capped by unweathered sandy loess Also shown is a pý(oxy record of solar intensity based on
(Sands 3 and 4). The dates from the lower paleosol (4a) variations in radiocarbon production [Stuiver and Braziunas,
range between 4670 and 3430 years ago (Table 1). Dates on 1989]. Times of paleosol formation in the Nenana River
the upper paleosol (4b) range between 1125 years ago and valley appear to be broadly similar to intervals of climatic
modern times. The dates from both paleosols are on char- amelioration approximately 8000 to 6000 calendar years
coal from forest fire events, but those from the upper paleo- ago, 5000 to 3500 calendar years ago, and 2000 to 1000 cal-
sol are on charcoal from the top of the soil horizon while endar years ago. In addition, the periods of loess deposition
those from the lower paleosol come from within the oxi- in the Nenana Valley are similar to those of glacier expan-
dized horizon. sion and cooling as recorded in the other proxy climate

DOES LOESS CONTAIN A PROXY RECORD OF rords.
HOLOCENE CLIMATE CHANGES? A coherence between the solar activity record, alpine gla-

The sequence of loess horizons and paleosos at sites cial histories, and stable isotope changes has previously
alongthe seene ofloer mayoreflect chand geal s in regiol been suggested [Fisher, 1982; Wigley, 1988; Berger, 1990;along the Nenana River may reflect changes in regional Wigley and Kelly, 1990]. Similarities between the loess andenvironments due to climate variability, with paleosols paleosol sequence in the Nenana River valley and other

forming during mild, warm intervals while loess was depos- proxy c eqreco in some cases an

ited during windier, cold intervals [Bigelow et al., 1990]. proxy climate records suggest that, in some cases, loess can

The late Pleistocene loess lacks paleosols, while the thick preserve a useful record of climate change.
Although the broad features of the loess sequence appearorganic Paleosol 2 and Paleosol 3 were developed during to be influenced by climate, it is premature to attempt pre-

today. No sandy loess is found in the early Holocene sedi- cise correlations of the fine structure of loess sequences with

ments, but the upper parts of the loess section may record a other climate records. Many problems affect interpretations
return to windier and colder conditions associated with the of proxy climate reconstructions, which require caution in

making correlations. For instance, Wigley [1988] and
Wigley and Kelly [19901 compared the global glacial record
constructed by Rdthlisberger [19861 with the solar intensity
record derived from the 14C data of Stuiver et al. [1986] and

ox- - Intone" EaW noted that the correspondence of a proxy solar record and0" MLx -10-28 WI'F _ o Straltignsphy

_ , 02S" -0 climatic minima is significant at the 5% level. However,

"oStuiver et al. [1991] compared the Rothlisberger glacial
§2 - m 1 -2 records with the production rate of 14C and concluded that

Sam, , correlation coefficients between 14C production and the gla-
S4- 4 cial records "do not support a statistically significant rela-

tionship between the regional climate and the 14C time
6- .O8 6 series" [Stuiver et al., 1991, p. 20].

? ,• , HOLOCENE CLIMATE FORCING MECHANISMS
-Loss$ 4

Q "1"The broad similarities between the loess record in Alaska10 -- 1080 Po 2 (" m3) -- 10

• 1 31and Holocene proxy climate records from other areas sug-
12 Bi,,, -12 gest that some climate changes have been global in extent.

L2uZ - There are several possible mechanisms which can produce a
widespread terrestrial response. These include processes like

Figure 3. Comparison of global Holocene glacial extent (after orbitally forced inso-lation changes, short-term solar var-
Denton and Karlin [1977]; RStzhlisberger [1986]), the Camp Cen- iability, changes in atmospheric Greenhouse gas concentra-
troy 1'0 record (aft-- Dansgaard et atl. [1984]), variations in solar tions, and volcanic eruptions which produced widespread
intensity (after Stuiver and Braziunas [1989]), and the Dry Creek aerosols, among others. The recognition of coherence
eolian stratigraphy (after Thorson and Hamilton [1977]). Note: between proxy climate records and the history of climatic
radiocarbon dates beyond about 9000 years B.P. can only be esti-
mated in calendar years. Recent work in Barbados suggests 11,000 forcing for any particular mechanism is a necessary, if not
years B.P. equals 13,000 cal. B.P. [Fairbanks, 1990]. sufficient, requirement for demonstrating the importance of
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any mechanism to climate change. We d,,;iy discuss sev- with the proxy solar record, the Dry Creek radiocarbotn
eral possible climate forcing niechanisn,- ar, the light of the dames were calibrated using the computer calibration pro-
proxy record of climate change contain r.i in Alaskan loess. gram from the University of Washington Quaternary Isotope

Orbitally forced changes in seasonalty can explain cli- Lab [Stuiver and Reimer, 19861. Only those dates regarded
maric chav-ge on the scale of 103.-106 years, but cannot as accurate (discussed above) were included in the calibra-
"explain the short-term changes recogi.ed in the different tion. In instances where one paleosol has several radio-
proxy climatic records. The well-developed earny Holocene carbon dates, the dater were averaged prior to the
paleosols preserved in the Nenana valley loess record may calibration. The range of radiocarbon dates on r paleosol
reflect an early Holocene warm interval produced by the could reflect the actual soil-forming interval, although fac-
orbitally controlled maximum of summer temperatures. tors such as mean residence time and contamination corn-
However, other features of this record, i.e., repeated transi- plicate the interpretation. The 2-sigma range of the
tions between loess and paleosols, and changes in sediment calibrated radiocarbon dates are presented in Table 2. Paleo-
texture occur too rapidly to be explained by this mac'onism sol 3 apparently formed during 7900-7600 cal. B.P.,
alone. Paleosol 4a between 4400-4000 cal. B.P., and Paleoso! 4b

"Berger [1990i has suggested that tit. o- t-term solar about 670-540 cal. B.P.
fluctuations are rsponsible for global IF.", 'cene climate
changes. Cosruogenic 14C has ,. .uild during "he Holocene,

V probably due to changes in the solar constant [Stuiver and 0 Sar, -o
Quay, 1980; Stuiver and Braziunas, 19891. Relatively high M ]T4 ,a.,wa, ,
amounts of aunosphei 'c 14C are correlate:' with the -- _L- L7) --
Maunder and SpOrer minima, times of low sunspot fre- 2. 3 2
quency and low .rlar intensity [Eddy, 1976, 1977]. The s . T3

Maunder and Sp., zy minima (A.D. 1645-1715 and A.D. '
1460-1550, resr.•. ;:ly) o:ncidr with the Lit ;e Ice Age 4 4
[Eddy, 1976, F,' : 7isher, 19F21, 'uggesting a quiet sun 11
results in lowe; ,-:'lation and, ir some cases, glacial . M ,2 n -

advance. 6 s---
Stuiver and Braz,., ,as [199,• lr%,e "" i_ four periLd-

during the Holocer. vhere resid&,, " was anomalously M " Pa=.. ,3
high, suggesting solar activity w , .. These oscillations 8- 8 I
often occurred as triplets of at least two Maunder and Sporer L 4

anomalies. These tripiets (TI-T4, respectively) are dated s
6480-5800 B.C., 3420-27-Af B.C., 880-200 B.C., and A.D. 10- 2 (Lo -10
920-1600 (the Little IcA, : ,e). For the purposes of this 20 10 0 -o10
paper, the ages of the triplets were changed to calendar year RSadUaJ "'t (%) Dry Creok
B.P. (cal. B.P., years before 1950), -;a the triple oscillations (Stulver and Brazinas, 1989) Stratigraphy

occurred 8430-7750 cal. B.P., 5370-4690 cal. B.P., 2830-
2150 cal. B.P., and 1030-350 cal. B.P. At the Dry Creek
site, these periods generally correlate with the deposition of Figure 4. Residual Ae4C (afted Smtiver and Braziunas [19891) andunwetherd less Figues and4).the Dry Creek depositional and weathering sequence. M and S are
unweathered loess (Figures 3 and 4). Maunder and Spdrer-rype anomalies; Tl-T4 are periods of tripleIn order to compare times of soil formation at Dry Creek oscillations.

Lab No. 14C Age Average* No. Calibrated* Provenience
Intercepts Range B.P.

(2 sigma)

SI-1933B 375 ± 40 Paleosol 4b
SI-2333 1145 ± 60 612± 30 3 667-544 Paleosol 4b

SI-2332 3430± 75 Paleosol 4a
SI-1934 3655 ±60 Paleosol 4a
SI-1937 4670 ± 95 3783 ± 40 1 4400-3995 Paleosol 4a

S!-2331 6270 ± 110 Paleosol 3
SI-1935C 6900± 95 Paleosol 3
SI-1935B 8355 ± 190 Paleosol 3
SI-2115 80 ± 460 6884± 70 1 7902-7579 Paleosol 3

Table 2. Dry Creek radiocarbon dates calibrated [Stuiver and Rcimer. 1986] to calendar years before 1950. *Calibrated and averaged using
University of Washington Quaternary Isotope Lab's computer calibration program 1987, rev. 1.3 [Stuiver and Reimer, 1986].
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After calibrating the available radiocarbon dates on the tion of atmospheric Greenhouse gases [Hansen and Lacis,
Dry Creek paleosols, the apparent soil-forming intervals 1990], and large volcanic eruptions [Vogel et al., 1990;
seem to broadly fall between the times of triple oscillations Beg6t et al., 1991], although detailed Holocene records of
(Figure 4), although Paleosols 3 and 4b overlap with Trip- these forcing mechanisms are not well known. It is also pos-
lets 1 and 4. sible that there are other important mechanisms not con-

Although the proxy climate record from loess and the sidered here.
proxy solar record of Stuiver and Braziunas [1989] show
some agreement, there are important differences in the tim- ACKNOWLEDGMENTS
ing and duration of events. Although Berger [1990] has
argued that the short-term solar intensity variations of We acknowledge discussions about the Nenana Valley

Stuiver and Braziunas must have strongly influenced Hol- sequence with Dr. Roger Powers, Dr. David Hopkins, Di.

ocene climates, it is likely Lthat other mechanisms modulated Robert Thorson, and Dr. Thomas Hamilton. We are also
its effects. Other important sources of climatic forcing dur- grateful fo: careful reviews of this manuscript by Dr.
ing the Holocene may have been changes in the concentra- George Kukla and Dr. Richard1 Reger.
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Comparisons of Late Quaternary Climatic Development
Between the Arctic and Antarctic Through Calcareous Nannofossils

G.Gard
Department of Geology, University of Stockholm, Stockholm, Sweden, U.S.A.

J. A. Crux
BP Exploration Inc., Houston, Texas, U.S.A.

ABSTRACT
The content of calcareous nannofossils (remnants of microscopic planktonic

algae) have been documented in numerous sediment cores from the Norwegian and
Greenland Seas and in ODP Hole 704A from the subantarctic South Atlantic.
Worldwide species extinctions, inceptions and distinct abundance variations have
been used to correlate and date the studied cores, which comprise the last 500,000
years. The biostratigraphy has been correlated to oxygen isotope stratigraphy which
shows that intervals rich in nannofossils represent interglacial time periods.

The calcareous nannofossils indicate that during the time period studied, climatic
fluctuations were similar in character and timing in both the subarctic and the sub-
antarctic South Atlantic. Abundance patterns of warm water species suggest that
surface waters were warmer than today only during oxygen isotope substage 5e (the
last interglacial). The environment was interglacial also during isotope stages 9, 11,
and 13, while stages 3 and 8 may have been characterized by intermediate glacial
conditions. A significantly colder environment than at present prevailed in isotope
stages 2, 4, 6, 10 and 12. Isotope stage 7 appears to have been fully interglacial in
the subantarctic South Atlantic, but intermediate glacial in the Norwegian sea.
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Japanese Ice Core Studies in the Polar Regions
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Science and Technology Agency, Nagaoka, Japan

H. Shoji
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ABSTRACT
A 2500-m-deep ice core drilling project is planned by Japanese glaciologists at

the top of the ice sheet in Queen Maud Land, the second highest dome of the Ant-
arctic ice sheet. The deep drilling will be carried out during 1993-1995 at a new
inland base (77"22'S, 39°37'E, 3807 m a.s.l.), 1000 km away from Syowa Station
(69000'S, 30035'E).

The purpose of this project is to reconstruct climatic and environmental records
during the past 15-20K years and also to obtain glaciological data relating to the ice
sheet formation and the mass balance processes.

'This deep drilling is a project developed from, series of drilling projects started
at Mizuho Station in 1971. In August 1984, dril ng at Mizuho Station reached a
depth of 700.6 m. This core is estimated to cover the last 9400 years.

Ice core drilling in the Arctic and also in the third polar region, i.e., the
Himalayas and Kunlun Mountains, was also carried out in recent years. In 1983,
glacier drilling to a depth of 70 m at 5400-m elevation in the Himalayas, and 86-m-
deep drilling to the bottom in Svalbard were accomplished in 1987. A 205-m-deep
drilling was carried out in southern Greenland in 1989.

In this paper, the results obtained by these drilling projects will be reviewed and
the prospect of our new drilling projects will be introduced.
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On the Development in Elaboration of Polar Ice Core Gas Content Analysis

J. P. Semiletov
Pacific Oceanological Institute, Far Eastern Branch of the U.S.S.R. Academy of Sciences, Vladivostok, U.S.S.R.

ABSTRACT
Differences between CO2 concentrations in ice cores measured by "dry" or

"wet" methods are attributed co carbonate contamination of the ice core surfaces
[Raynaud et al., 1982]. However, the contribution of natiral carbonates in C02
content may amount to -20 Mg kg-1 of ice [Neftel et al., 1982] which corresponds
to -100 ppm CO2 . TIC values differ from the CO2 concentration in the case of
slow wet extraction (-1 h). These differences may be partly connected with
fractionation in the system gas-ice+gas hydrate when an ice core sample is crushed
imperfectly [Barnola et al., 1983]. In the estimation of C02 presence in the C02-
ice matrix, the contribution of total gas content (VG) is also needed. It depends on
the level of transformation, waterdrop-snowflake.

For the Antarctic coastal regions thtse levels correspond to atmospheric
pressures of about 700-800 mbar and foi continental sites, for example Vostok,
-600-650 mbar. There, precipitation is connected with the entry of snow by strato-
spheric genesis in the central Antarctic. In this case, snow C02 content is about
zero and mo-e "rich" coastal snow contains about 70-80% from equilibrium
concentration near sea level. In consequence, the maximal contribution in VG
values is about 15-20%. The detailed investigation of this question may be
effective for obtaining more f. ecise data on VG stratifications in ice cores.

A new head-space techniquo of C02 and other gas content investigations in ice
core .;s elaborated. Data obtained in 34 Soviet Antarctic E'.peditions and in laborat-
ory experiments are discussed.
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Evolution of Southern Indian Ocean Surface and Deep Waters
During the Paleogene as Inferred From Foraminiferal Stable, Isotope Ratios

E. Barrera
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ABSTRACT
During ODP Leg 119, the southernmost pelagic record of carbonate sedi-

mentation of Neogene-Paleogene age in the southern Indian Ocean was recovered
at Site 744 (61034.6'S, 80'35.46'E; water depth 2307 m) and Site 738 (62*42.54'S,
82 047.25'E; water depth 2252 m) in the southern part of the Kerguelen-Heard
Plateau. Site 744 late Eocene--Miocene sequence and Site 738 Late Cretaceous-
early Oligocene sequences contain continuous records of climatic events in East
Antarctica during this time.

Oxygen isotopic ratios of planktonic and benthic foraminifera suggest the
following climatic changes: (1) a cool Paleocene, although with higher
temperatures than those inferred from published Pacific and southern South
Atlantic 5180 records; (2) the early Eocene was characterized by the warmest deep
and surface waters of the Cenozoic, which were similar in temperature to those
from low latitude areas; (3) cooling began in the early- middle Eocene and contin-
ued through the remainder of the Eocene (Eocene Cibicidoides 5180 values are not
very different from those of low-latitude sites); (4) a rapid increase in Cibicidoides
5180 values (1-1.57co) occurred in the early Oligocene of Site 744. Ice-rafted
debris, first recorded in sediments just below the 5180 maximum, are also found in
the early Oligocene sequence. Oligocene-early Miocene Cibicidoides 5180 values
of about 2%9 and the presence of ice-rafted debris are considered evidence for
glacial conditions in Antarctica.

Planktonic foraminiferal assemblages indicate a similar climatic trend. Species
diversity was highest during the latest Paleocene and earliest Eocene. It declined
during the middle-late Eocene and the low diversity Oligocene faunas were domin-
ated by a few globigerine taxa that are long-ranging and morphologically
conservative.
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Surface Currents in the Arctic Ocean During the Last 250 ka:
Composition of Ice-Rafted Detritus (IRD) as a Key for Ice Drift Directions

M. Kubisch and R. F. Spielhagen
Geomar, Forschungszentrumfar Marine Geowissenschaften, Kie!, Germany

ABSTRACT
Eleven long sediment cores from the Arctic Ocean and Fram Strait (780-860N)

documenting more than 250,000 years of sedimentation history show distinct vari-
ations in the composition of coarse sand (500 gm).

Ice-rafted coal fragments deposited during glacial oxygen isotope stages 6 (186-
128ka) and 8 (303-245ka) are evidence for ice drift from the Eastern Arctic Ocean
through Fram Strait to the Norwegian Sea.

The dominating lithologies, with a high amount of sedimentary rock fragments
in the IRD from interglacial stages (7, 5, 1), indicate a similar current pattern as
today.

Crystalline rock fragments in glacial sediments decrease from the Barents Shelf
margin to .'le Nansen-Gakkel Ridge where they are replaced by quartzites and
cherts.
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Sediment-Laden Sea Ice in the Arctic Ocean:
Implications for Climate, Environment and Sedimentation
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GEOMAR, Researr'h Center for Marine Geosciences, Kiel, Germany
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ABSTRACT
Sediments in sea ice were first described by F. Nansen during his famous "Fram

expedition (1893-1896). Many researchers observed and recorded sediment-laden
or "dirty" sea ice in the Central Arctic, but the origin and incorporation mechanisms
are poorly understood and were never the object of detailed studies. Sea ice-rafted
sediments are important factors for the albedo and for the ecology and productivity
of marine organisms, because of the absorption of solar radiation and lowered light
transmission.

Beginning in 1987 in the Eastern Arctic Basin and continuing in 1988, 1989 and
1990 in Fram Strait, Barents Sea and Greenland Sea we conducted a multi-
disciplinary sea ice project "on the role and importance of sea ice-rafted sediments
for sedimentation in the Arctic Ocean." During the field work very high sediment
accumulations were observed and sampled (up to 560 g sediment/kg ice). Most of
the material was concentrated in small patches of 1-10 m i1 .iameter, but in some
areas, especially in the Eastern Arctic, they covered up to 80% of the ice surface
and formed layers of pure mud, 2-3 cm thick.

First estimations of the observed concentrations, the annual ice flow through
Fram Strait, and the average sedimentation rate in this area show that the necessary
sediment flux can be obtained only by sea ice. Thus, sea ice-rafting seems to be the
most important input mechanism of fine grained terrigenous (biogenic and
terrigenic) sediment into the ice-covered deep sea regions.

668



Environmental Marine Geology of the Arctic Ocean

P. J. Mudie
Geological Survey Canada, Atlardic Geoscience Centre, Dartmouth, Nova Scotia, Canada

ABSTRACT
The Arctic Ocean and its ice cover are major regulators of Northern Hemisphere

climate, ocean circulation and marine productivity. The Arctic is also very sensitive
to changes in the global environment because sea ice magnifies small changes in
temperature, and because polar regions are sinks for air pollutants. Marine geology
studies are being carried out to determine the nature and rate of these environmental
changes by study of modem ice and sea bed environments, and by interpretation of
geological records imprinted in the sea floor sediments. Sea ice camps, an ice
island, and polar icebreakers have been used to study both western and eastern
Arctic Ocean basins. Possible early warning signals of environmental changes in
the Canadian Arctic are die-back in Arctic sponge reefs, outbreaks of toxic
dinoflagellates, and pesticides in the marine food chain. Eastern Arctic ice and
surface waters are contaminated by frcon and radioactive fallout from Chernobyl.
At present, different sedimentary processes operate in the pack ice-covered
Canadian polar margin than in summer open waters off Alaska and Eurasia. The
geological records, however, suggest that a temperature increase of 1-40C would
result in summer open water throughout the Arctic, with major changes in ocean
circulation and productivity of waters off Eastern North America, and more
widespread transport of pollutants from eastern to western Arctic basins. More stud-
ies of longer sediment cores are needed to confirm these interpretations, but is is
now clear that the Arctic Ocean has been the pacemaker of climate change during
the past 1 million years.
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Chemical Changes in the Arctic Troposphere at Polar Sunrise

L. A. Barrie
Atmospheric Environment Service. Ontario, Canada

ABSTRACT
At polar sunrise, the Arctic troposphere (0 to -8 kin) is a unique chemical

reactor influenced by human activity and the Arctic Ocean. It is surrounded by
industrialized continents that in winter contribute gaseous and particulate pollution
(Arctic haze). I. is underlain by the flat Arctic Ocean from which it is separated by
a crack-ridden ice membrane 3 to 4 m thick. Ocean to atmosphere exchange of heat,
water vapor and marine biogenic gases influence the composition of the reactor.
From 21 September to 21 December to 21 March, the region north of the Arctic
circle goes from a completely sunlit situation to a completely dark one and then
back to light. At the same time the lower troposphere is stably stratified. This hin-
ders vertical mixing.

In this environment, chemical reactions involving sunlight are much slower than
further south. Thus, it would not be surprising to find a high abundance of photo-
chemically reactive compounds in the atmosphere at polar sunrise. Between com-
plete dark in February and complete light in April, a number of chemical changes in
the lower troposphere are observed. Perhaps the most sensational is the destruction
of lower tropospheric ozone accompanied by production of filterable bromine and
iodine. The latter are likely of marine origin, although their production may involve
anthropogenic compounds. Another change is the shift in the fraction of total sulfur
in its end oxidation state (VI) from 50% to 90%. Several gaseous hydrocarbons
disappear from the atmosphere at this time. Preliminary observations also indicate a
maximum in total non-black carbon on particulate matter. This is consistent with
the formation of non-volatile organics from photochemically induced reactions of
gas phase organics. Results of the Canadian Polar Sunrise Experiment 1988 are
presented.

673



AD-P007 355

i) •Arctic Haze and Air Pollution
()0

=IQ Nozef M. Pacyna
SNorwegian Instite for Air Research, Lillestr~m, Norway

Sh G.E. Shaw
ophysicat Institute, University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

ABSTRACT
Arctic haze is the phenomenon of large-scale industrial air pollution found all

through the arctic air mass. Vertical profiles of air concentrations, obtained during
several aircraft measurement programs in the Arctic, have offered the following
explanation of arctic haze origin. Very long range, episodic transport of air masses
over several thousand kilometers clearly affects the quality of arctic air during both
summer and winter. Polluted air masses, carrying a mixture of anthropogenic and
natural pollutants from a variety of sources in different geographical areas have
been identified in the arctic atmosphere at altitudes from 2 to 4 or 5 kIn. The layers
of polluted air at altitudes below 2.5 km can be traced to episodic transport of air
masses from anthropogenic sources situated closer to the Arctic. Pollution material
in arctic haze is of submicron size and contains a substantial fraction of black car-
bon: it interacts strongly with solar radiation. In addition, sulfate and a wide range
of heavy metals appear, affecting their natural geochemical cycles. They also serve
as indicators of major source regions of emissions in the world. This paper dis-
cusses what happens to the haze-related pollutants in the Arctic, what is the con-
tribution of natural sources to the arctic haze and what are local and global effects
of arctic haze. Some indications are given of the research to be undertaken in a
view to assess the role of the Arctic in global change of the environment.

INTRODUCTION sidered as one large receptor of this pollution. Unexpectedly
The origin of arctic air pollution has been an intriguing high values of total atmospheric turbidity measured in the

question for several decades. About 100 years ago Nansen Alaskan Arctic were used to conclude that the arctic atmos-
observed a dark stain on the snow in the Polar Basin and phere was polluted by blowing dust and probably the emis-
suggested that these airborne contaminants may affect the sions from nearby sources [e.g., Shaw and Wendler, 19721.suggestedgsnw that se1924]. a Irbotn e otains Mitchel aft hs Rahn et al. [1977] concluded that although particulate mat-
melting snow [Nansen, 1924]. In the 1950s Mitchell and his tri i ewe itnthz aesoe lsawspi
colleagues observed bands of particles in the air over Alaska lution derived, the haze layers themselves were of crustal
[Mitchell, 1956]. However, the origin of this phenomenon composition, originating presumably from Asian deserts
was not studied until the 1970s. In the 1970s the increasing between 40 and 50°N. The measurements in the Norwegian
acidification of precipitation in Europe [Oden, 1968] had Arctic [e.g., Larssen and Hanssen, 1979] indicated that pol-
resulted in the irst international study of the long-range luted air masses traveled over Central Europe and across the
transport of air pollutants [e.g., OECD, 1977]. A major con- Siberian Arctic border, i.e., over heavily industrialized
clusion drawn from this research was that emissions from regions.
major source regions can be measured at receptors a few Major progress in studying arctic haze and its effects on
thousand kilometers away. The Arctic came to be con- the environment was made during the measurement pro-
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grams of the 1980s. Of special importance were ground arctic troposphere is sufficient to maintain these laminar
measurements in Greenland [e.g., Heidam, 1981], the Nor- structures, despite differential advection of the layers by
wegian Arctic [e..g., Ottar et al., 1986; Heintzenberg et al., "jets" of wind as concluded by Radke et al. [19891.
1986], northern Canada [e.g., Barie and Hoff, 19851 and Aerosol concentrations in a lower haze layer show sig-
Alaska [e.g., Shaw, 1982; Li and Winchester, 1990a]. Ver- nificant variations, depending on the meteorological condi-
tical profiles of air concentrations were obtained during sev- tions, and most notably the presence of temperature
eral aircraft measurements in the Arctic, particularly the inversions. The greater thickness of the arctic haze layers in
three Arctic Gas and Aerosol Sampling Program (AGASP) the Norwegian Arctic in 1984 (Figure la) as compared with
campaigns in 1983 [e.g., Schnell, 1984], 1986 [e.g., Herbert 1983 (Figure lb) was explained by atmospheric stability
et al., 1989] and 1989, and the BP program in the Nor- variations. Temperature inversions aloft were often ob-
wegian Arctic from 1982 to 1984 [e.g., Ottar et al., 19861. served above 2.5 km in 1984, while they were lower in 1983

The overall goal of this paper is to summarize the results [Pacyna and Ottar, 1988]. Strong temperature inversions in
from the above-mentioned measurement campaigns, and to the Arctic due to a strongly negative heat balance in winter
conclude on what is known about arctic haze and its effect [e.g., Benson, 1986] may even prevent the buildup of haze.
on the environment. Arctic haze is shown as an example of The haze is seldom found over Greenland, where there is the
global change of the environment due to human activity, highest frequency of inversion gradients, stronger than those
The paper discusses what we need to know in order to measured in other parts of the Arctic.
explain the impact of man-made emissions on the quality of The measurements of vertical profiles revealed layers of
the arctic air. Some suggestions are given on the research particles in the arctic troposphere between 3 and 5 km (Fig-
needed to assess the role of the Arctic in global change. ure lab), with particle concentrations much lower than

those in the lower troposphere.
WHAT IS KNOWN ABOUT ARCTIC HAZE? Aerosol size measurements show significant variations

The research outlined very briefly in the previous par- for particles in lower and upper layers. Particle sizes of up
agraph has contributed to the explanation of the origin of to 3 km during winter indicate a dominant fraction of 0.15-
arctic haze, a complex mixture of particles and gases in the 0.5-pim-diameter particles, with only a small contribution of
polar atmosphere. The main areas of current research can be >1.0-4um-diameter particles, as presented in Figure 2. In
divided into three topics: the physical and chemical char- contrast, the coarser particles are predominant in the upper
acteristics of arctic haze, the pathways along which air pol- haze bands. The larger concentrations of small particles in
lutants are transported to the Arctic, and the methods used to the lower layer seem to be associated with air masses trans-
assess the origin of arctic haze. ported directly from a given pollution region. They may also

be a result of an enhanced gas-to-particle conversion, as
Physical and Chemical Characteristics suggested by Bodhaine [1989].

of the Arctic Haze Vertical profiles of the summer arctic aerosol indicate
Vertical profiles of the winter arctic aerosol indicate that that enhanced concentrations of particles are very seldom

the haze is spatially uniform on scales larger than hundreds measured below 2 km. However, the measurements in the
of kilometers. In the lower 2-3 km of the atmosphere haze Norwegian Arctic sporadically indicated layers of polluted
is frequently strongly banded [Ottar and Pacyna, 1986]. The air with a well-defined lower boundary at about 2 km
temperature and wind profiles measured through the arctic [Pacyna and Ottar, 1988]. The upper boundaries >ca. 3.5 km
haze layers suggest that the thermal stability of the lower were more variable. This layer seems to be similar, in terms
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Figure la. The aerosol light scattering coefficient (ao) values vs Figure lb. The aerosol light scattering coefficient (orn) values vs.
flight altitude during flights on 1 March 1984 (1), 2Niarch 1984 flight altitude during flights on 21 March 1983-I (1), 21 March
(2), 3 March 1984 (3) and 7 March 1984 (4). 1983-11 (2) and 22 March 1983 (3).
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water. Concentrations of nitrates are low. The chemical
AmC composition of the arosols measured in the Norwegian

Arctic during the winter flight is shown in Figure 3. It can
be suggested that high concentrations of several anthropo-

600, genic trace metals and natural compounds are measured in
:c the lower layer of the arctic haze (up to 2-3 kim). The upper

layer (up to 4-5 kin) contains a mixture of natural and

anthropogenic trace metals with the latter group in small
603concentrations.

The size-differentiated chemical composition of particles
can be characterized as follows. The accumulation mode
aerosols (0.1-1.0 jun dia.) which are haze related, are gener-
ally composed of anthropogenic pollutants with the sulfuric

400 acid being the dominant winter aerosol [e.g., Barrie, 1985].
Coarse particles (larger than 2 pm dia.) consist of clay min-
"erals, other soil constituents and, to a lesser extent, sea salt

, compounds [e.g., Radke et al., 1984]. These particles, as
well as giant particles (larger than 10 p;m) are not, however,

200, well correlated with haze. The cation-anion budgets for arc-
tic aerosol prove that the haze-related mode of aerosols is

D acidic. The measured acidity and pH of aerosol particles
from the Arctic was reported by Lazrus and Ferek [1984].

SO2 is of greatest significance among the gases that may
0 directly affect the arctic haze aerosol because some SO 2009 0.15 0.25 0.50 0.68 p00 260 pm converts to particulate sulfate. This conversion may take

Figure 2. Concentration of particles (N) vs. particle size (Dp): (A) place near the source regions, along the transport pathways
at 3300 m on 18 August 1983; (B) at 900 m on 25 August 1983; or in the Arctic when springtime brings sunshine to the
(C) at 1800 m on 3 March 1984; (D) at 3500 m on 3 March 1984. region. According to Barrie and Hoff [1984], the strong sea-

sonal variation of sulfates is mainly due to seasonal vari-
ations in the oxidation rate of SO 2 in the atmosphere.

of origin, to the upper layer of polluted air observed during Nitrogen oxides were also measured in the Arctic, show-
the winter half-year. ing significantly higher concentrations in spring than in

The chemical description of arctic haze during winter can summer [e.g., Jaffe et al., 1991].
be as follows: sulfate concentrations of ca. 2 Pg m-3, organic
carbon concentrations of I pg M-3, black carbon (soot) plus Transport of Polluted Air into the Arctic
associated water concentrations of 0.3-0.5 tjg m-3 , a few Our understanding of the meteorological conditions lead-
tenths of a pg m-3 of othex substances and a few pg m-3 of ing to the arctic haze phenomenon has been improved by the
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Figure 3. Chemical composition of aerosols measured at different altitudes during the 3 March 1984 flight. I = low concentrations.
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introduction of the quasi-isentropic trajectory concept by metal production, combustion of coal and oil to produce
Carlson [1981] and Iversen [1984]. Two interpretations of electricity and heat, and steel and iron manufacturing. Con-
long-range transport of polluted air to the Arctic are offered. sumption of gasoline containing at least 0.4 g Pb 1l adds to
Iversen [1989] suggests that regional blocking is a basic the formation of small particles which are subject to long-
flow phenomenon causing this transport. Regional blocking range transport. The emissions from the Urals and the
is conditioned by interference between stationary planetary Norilsk area seem to be more important for the contamina-
wavt. forced by orography and ground level heating, and tion of air over Alaska and the Canadian Arctic, while the
low frequency transient waves created by baroclinic sources on the Kola Peninsula contribute more to the Nor-
instability. wegian Arctic. The contribution of European emissions to

Raatz and Shaw [1984] suggested that anticyclones play the Arctic aerosol is lower than that from the Russian
the dominant role in providing the proper conditions for the sources, particularly in Alaska and the Canadian Arctic.
transport of air pollutants to the Arctic. The authors suggest During sporadic summer transport of pollutants to the Arctic
the following sequence of events: (a) a period of accumula- at altitudes below 2-3 km, emissions from sources in
tion of aerosols over the source region, (b) a synoptic situa- Europe seem to be more important than those from the
tion of accelerated air flow towards the Arctic, and (c) rapid Soviet Union. The North American source contribution in
transport across the Arctic. summer is also evident. Polluted air masses, carrying a mix-

ture of anthropogenic and natural air pollutants from a
Origin of the Arctic Air Pollution variety of sources in different geographical areas, have been

Major progress in studying the origin of the arctic air pol- identified in the Arctic at altitudes of 4 to 5 km during both
lution was made when the information on the chemical com- summer and winter. Pacyna and Ottar [1989] concluded that
position of the arctic aerosol became available. Rahn and long-range transport of airborne loess from deposits in Asia
colleagues [e.g., Lowenthal and Rahn, 1985] have devel- and Africa can reach the Arctic at these altitudes. Further
oped the chemical fingerprinting system which uses the con- information summarizing the results of the arctic haze
centration ratios of various anthropogenic trace metals to research is available from reports by Barrie [1985] and
distinguish between contributions from various source Shaw and Khalil [1989].
regions to the contamination of the arctic air.

Various dispersion and receptor models were used to WHAT INFORMATION ON ARCTIC HAZE
determine the origin of arctic aerosols. A trajectory Lagran- IS MISSING?
gian model of long-range transport of air pollutants has been Although there has been significant progress in under-
applied to stuy the origin of the a-srosls in the Norwegian standing the features of arctic haze, some aspects need fur-
Arctic [e.g., Pacyna et al., 1985], A chemical transport ther explanation. These unanswered questions can be
model was developed to study the flux of anthropogenic sul- grouped into three major subjects: (1) what happens to the
fur into the Arctic from mid-latitudes using observed winds, haze-related pollutants in the Arctic?, (2) what is the con-
precipitation and pollutant mixing depths as well as S2 tribution of natural sources to arctic haze?, and (3) what are
emissions in Eurasia and North America [Barrie et al., local and global effects of arctic haze?
1989].

Maenhaut et al. [1989] applied the absolute principal Removal of Haze-Related Pollutants in the Arctic
component analysis (APCA) and the chemical mass balance The meteorological conditions in the Arctic during winter
(CMB) to n-ess the contibution of emissions from various do not favor the deposition of pollutants. There are fewer
source regws•JI' to the arctic aerosol. Further improvement of and smaller cloud droplets or ice crystals for the haze par-
the receptor modeling method was obtained by applying ticles to collide with or to diffuse to and attach in the polar
APCA to aerosol elemental concentration measurements in air mass. Dya.nmic stability in the arctic air mass is great
separate particle size fractions [Li and Winchester, 1990b]. and laminar flow is the rule. Washout of pollution is low
The APCA method was also applied to the sets of data throughout most of the polar air mass. Stable stratification
obtained from the scanning electron microscope (SEM) in winter preve¢its strong vertical mixing. The lack of sun-
analysis [e.g., Sheridan, 1989; Anderson et aL, 1990]. The light in mid-winter results in a greatly reduced rate of trans-
anthropogenic part of the arctic aerosol was studied with the formation of S02 to tiny droplets of sulfuric acid [e.g.,
help of information on the concentrations of not only trace Barrie, 1985]. Under such conditions, pollutants transported
metals but also radioisotopes [e.g., Sturges and Barrie, to the Arctic can be trapped there for several weeks and the
1987], halogens [e.g., Sturges and Barrie, 1988], graphitic residence time of aerosol in the atmosphere may be as long
carbon [e.g., Heintzenberg, 1982; Rosen and Hansen, 1984] as several weeks. Indeed, the episode of "megahaze" in the
and organic compounds [Pacyna and Oehme, 1988]. Arctic in the late winter of 1986 seems to confirm this sug-

Summarizing the results of the above studies, the fol- gestion [Li and Winchester, 1989]. On some occasions,
lowing explanation of the origin of the arctic aerosol can be however, the episodes last not more than a few hours. Thus,
offered. Emissions from anthropogenic sources are the main is the deposition process efficient enough to retain small
contributors to the arctic haze observed up to 2-3 km of the particles within the Arctic region, or are they carried out of
atmosphere in the winter. The emissions from sources in the the region with the air masses? Although the answer to this
northern Soviet Union are a major source (at least two question has a fundamental meaning when assessing the
thirds) of the pollution measured in the Arctic during winter, impact of industrialization on the quality of the environment
Three major source regions in the northern Soviet Union in polar regions, there are only a few measurements of wet
include the Urals, the Kola Peninsula and the Norilsk area. deposition in the Arctic and even fewer of dry deposition.
The major source categories in these regions are non-ferrous Summarizing the results obtained by Davidson for Green-
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land [e.g., Davidson et al., 1985], Joranger and Semb for the Arctic Occan itself. Therefore, the role of natural products
Norwegian Arctic [e.g., Joranger and Semb, 1989], Dayan et in the formation of arctic haze cannot be ignored and
al. [1985] for Alaska, and Shewchuk [1985] and Barrie et al. requires further investigation.
[1985] for the Canadian Arctic, it can be concluded that the
arctic wet deposition is slightly acidic with pH ranging from Local and Global Effects of Arctic Haze
4.9 to 5.2. The high summer scavenging ratios for sulfates The problem of possible climatic and ecological effects
coincide with low concentrations. During summer the pre- of arctic haze measured on a local and global scale is a very
cipitation in the Arctic occurs mainly as fine drizzle from broad topic. Only major aspects of the problem will be out-
low stratiform clouds or during fog. Joranger and Semb lined here. The potential for perturbation of the radiation
[1989] explain that ttiring winter, the relatively high con- budget in spring caused by highly absorbing soot and the
centrations of sulfates are confined to a shallow layer of the acidic nature of arctic haze warrmat our concern. According
air next to the ground and that a significant part of the pre- to Blanchet [1989], soot in aerosols is responsible for warm-
cipitation is derived from cleaner air above this layer during ing by 0.1 to 0.3 K per day during mid- and late spring.
frontal precipitation. Generally, th- process of wet deposi- However, the warming of the Arctic may result in lowering
tion in the Arctic is not very well understood. The same surface pressure and thus create conditions of more cloud
applies to dry deposition. One of the poorly understood pro- coverage and precipitation. Soot on the top of the snowpack
ceases is deposition of small quantities of ice eystals, which is also responsible for warming, probably to the same extent
tend to contain larger than normal aerosols as nuclei. The as with the airborne particles. Sulfates, in contrast to scot,
other problem is possible sublimation from snow or drifting, are responsible for cooling the arctic air due to a strong
Davidson ct al. [1989] suggest that the proportion of dry to enhancement of solar radiation scattering. In summary. soot
wet deposition of sulfates in Greenland is 1:3. Extending warming will dominate in the mid- and late spring, while
this assumption for the whole arctic region, a mass budget sulfate cooling would be dominant in summer. Thu aircraft
of sulfur can be assessed (Table 1). This assessment sug- measurements of radiation by Valero and Ackerman [1986]
gests that only 2.5% of sulfur entering the Arctic is depos- showed the occurrence of radiative heating within the haze
ited in this region. This result is, however, very uncertain layers. Another area that needs our attention and more
and more research should be carried out to improve or research is the connection between arctic air pollution and
assure this estimate. the microphysical properties of clouds [Borys, 1983]. There

may be significant alteration in cloud albedo over the Arctic
Natural Sources of Arctic Haze from the imported cloud condensation nuclei. Concerning

The recent measurements at Barrow, Alaska [e.g., Li and the acidic nature of arctic haze and its chemical composi-
Winchester, 1989] and Ny-Alesund, Spitsbergen [e.g., tion, an important question is to what extent does the trans-
Maenhaut et al., 1989] revealed that the impact of natural port of air pollution to the Arctic alter the geochemical
oceanic sources on the arctic haze can be appreciable. Nat- cycles of various compounds? One measure of this problem
ural compounds may also be transported to the Arctic from is the enrichment of various air compounds in the arctic aer-
lower latitudes. According to Li and Winchester [1989], osol in relation to crustal material. Enrichment factors (EF)
most of the carboxylic acid anions, accounting for 20% of for aerosols in the Norwegian Arctic are shown in Table 2.
the total aerosol mass, can be attributed to natural sources at
lower latitudes. As much as 20% non-sea salt sulfates in
aerosols can originate from gaseous marine sources. The
sources and source regions for natural sulfates and other Element Enrichment factor
components of the arctic aerosol from natural sources are (Ti, earth crust)
poorly recognized. It may be transport from lower latitudes, _Ti, earthcrus_
but may also be the sea-to-air flux of biogenic DMS in the

Ag 200-1000
As 7G0-3000
Cd 500-6000

Area of arctic air mass* 44 x 106 km2  Cr 30-100

Mean concentration of sulfur in 470 g±gm"3 Ga 8-20

the atmosphere In 40-200

Deposition velocity 0.03 cm s-1 Mo 60-150
Arctic dry deposition 0.19 Tg S yr"1  Ni 30-80
Arctic wet deposition 0.57 Tg S yr"1  Pb 2500-4000
Northern lhemisphere emission 30 Tg S yr"1  Sb 1000-3200
Fractional deposition in Arctic 2.5% S 2500-15000
Snow acidity assuming H2SO4 and 10.3 gt eq 1-1 Se 3700-36000

water precipitation rate of 10 cm H20 yr"1  V 35-50
W 20-130

Table 1. Mass budget of sulfur for the Arctic Basin [Shaw and Zn 300-900
Khalil, 1989]. *Area is taken to be that within the boundary of the
arctic and represents 9% of the earth's surface. This represents an Table 2. Enrichment factors of trace metals on particles <1.0 gI=
area about 30% larger than the African continent. ** Mean annual diameter in the Norwegian Arctic during winter episodes of long-
from data of Barrie [1985]. range transport of air pollution.
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There are several compounds having EFs over 100 thus their gram, and development of modeling of climatic and ecolog-
biogeochemica! cycles are likely being perturbed by long- ical impacts of arctic haze. In order to assess the effects of
range transport from lower latitudes. What are the con- arctic haze on !he environment in polar regions and to
sequences of these alterations? Two examples can be given, present the trends of these effects, a monitoring system is
The lead level in bNood of Greenlanders is comparable to the necessary. So far the measurements have not been correlated
level of Europeans lfiing in industrial regions [e.g.. Hansen, between research groups or nations. One exception could be
1986]. The concentrations of PCBs in fish, seals and the the AGASP I measurement campaign in March 1983 when
human population i,- the Arctic are disturbingly high, American, German and Norwegian planes participated. In
exceeding 2-3 timcs the limits recommended by WHO [e.g., the Autumn of 1989 representatives of eight Arctic
NILU, 1989]. Transport of these materials with waters to the nations-Canada, Denmark, Finland, Iceland, Norway,
Airtic cannot alone be responsible for their concentrations. Sweden, USA, and the USSR-held a consultative meeting
Finalt particles in d-- Arctic are responsible for reduction in Rovaniemi, Finland, and as one of the meeting results, the
of vi,,ibility. According to Barrie [1985], sulfate concentra- authorities in Norway and the USSR were asked to prepare
tions bLoween 1 and 4 Axg m-3, result in visibility between a paper on the possibility of establishing a joint arctic mon-
244 and 73 Ikn in low relative humidity situations. The vis- itoring program. The objectives of this programme are
ibil3ty measured in the Arctic is much lower than expected. focused on the search for information on the climatic and
The most likely reason is a combined effect of anthropo- pollution situations in the arctic environment (air, water, ice,
genic aerosols and ice crystals. sediments, vegetation, animals and humans), including doc-

umentation of levels of contaminants, effects, trends and
WHAT WE CAN DO TO IMPROVE OUR transport processes of pollutants to the Arctic and within the

KNOWLEDGE OF ARCTIC HAZE AND ITS arctic environmert. The development of modeling of cli-
IMPACT ON THE ENVTRONMENT?. matic and ecological impacts of arctic haze on the environ-

Two major issues may improve our knowledge about arc- ment shall include the improvement of radiative transfer
tic haz and its influence on the quality of the environment models as well as the adaptation of terrestrial models to arc-
in polar regions: establishment of a joint monitoring pro- tic conditions.
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ABSTRACT
The antarctic continental (cA) air mass is rarely displaced from the South Polar

Plateau, but it is frequently modified by exchange with Antarctic maritime (mA) air
advected from the ice shelves or frozen seas or with polar maritime (mP) air
advected from the Southern Ocean. Because the cA air mass resides over an unin-
habited and relatively static ice-covered surface, the concentration of aerosol par-
ticles in this unique air mass may reflect aerosol variation in the global atmosphere.

A continuous series of surface observations began at South Pole in 1974 and
have continued to the present. Although a large seasonal variation in aerosol con-
centration is present, little year-to-year variation in mean seasonal aerosol con-
centration occurred prior to 1982. During the mid-1980s, a consistent diminution of
mean annual aerosol concentration was observed, and a concurrent reduction in
sodium concentration in snow and firn was reported. The decrease in aerosol con-
centration was greatest in late winter and spring, concurrent with decreases in mean
air temperature and mean wind speed.

This paper describes concurrent aerosol and meteorological data collected at
South Pole from 1974 through 1987 and presents several analyses attempting to
verify if thes s hanges do reflect a persistent variation in the properties of the cA
air mass. ditional analyses, using upper air and automatic weather station data,
attempt-'to identify circulation changes related to these changes in aerosol
concentration.

INTRODUCTION the aerosol properties of the cA air mass are modified coin-
A cold dry air mass is permanently resident over the Ant- cidentally [Hogan et al., 1982; Riley, 1987; Hogan et al.,

arctic Plateau. The elevation of the plateau, the radiation 1990]. The uniformity of the surface of the polar plateau,
deficit afforded by its permanent snow cover, and the stabil- the absence of continental antarctic aerosol sources, the
ity of the air, prevent the Antarctic continental (cA) air mass unique stability of the cA air mass, and the relative slowness
from being displaced by surrounding Antarctic maritime of Antarctic meteorological variation cumulatively provide
(mA) or polar maritime (mP) air masses. The cA air mass is Lettau's [1971] "test tube" for examining meteorological
warmed by advective exchange with these air masses, and theories.
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Surface and upper air meteorological observations have 121

00

been continuously made at the South Pole since 1957. T'he I South Pole Sto.

station and observation site were relocated during December • CAF ,
1974, the anemometer environment varied at both sites, andto aAison o

the temperature sensor has frequently changed in relative .8- -PotriCk 0 0
height, due to snow drift accumulation about its base. Three S . C
automatic weather stations (AWS) IStearns and Wendler, 0 •0"
1988] were operated in the vicinity of the South Pole in
i986 and 1987. Comparison of the official station observa- 0
tions with AWS records indicates that station observations C
are currently representative [Stearns, private communica- -

tion] of the wind and temperature on the surrounding polar 2
plateau. A comparison of official South Pole observations,
obtained from the NOAA National Climatic Center, with o 8
those from an adjacent, and two 30-kimdistant, AWS is 0 Men Monthly Wind Speed (mph)

shown in Figure 1. The mean values of observed tem- o-20
peratures are in agreement within IC, and track quite well /
in pseudo synoptic analyses. Official station winds are V 4
slightly greater than those measured at the outlying AWS. It
is possible that the domed station slightly accelerates the E
surface wind in the vicinity, but there is no evidence from I A

the AWS that the presence of the station diminishes the sur- /8
face wind. A distinguished and dedicated series of meteor- C

ologists have obtained the South Pole climatic record; it
now provides a unique data set for examining aerosol
exchange and deposition theories. l

DATA ANALYSIS AND DISCUSSION _ _ _ _ _
The NOAA/GMCC program began systematic measure- 4 80 1 1 1

ment (Pack, 1973] of aerosols, gases, and radiation at south -80 -60 -40 -20
men [Pck,193] f arools gaes Monthly Minimum Temperature (0C)

pole in 1974, including a cooperative set of measurements U -20 M i
of aerosol concentration [Pollak and O'Connor, 1955; Pollak , /

and Metnieks, 1960; Skala, 1963], diffusion coefficient[Sinclair, 1972], and number of charged particles [Rich,
1966], which form the basis for this paper. These aerosol 0-o

measurements are made once per day coincident with the
00 hrs Universal Time [OOUT] upper air sounding and have , L
provided more than 355 observation days per year since Z 0

establishment of the Clean Air Facility in 1976. Analysis of g 2
the aerosol record [Hogan et al., 1982; Bodhaine et al., C-60'-
1986; Riley, 1987; Samson et al., 1990; Hogan et al., 1990] I
indicates that particles and heat are simultaneously 2
exchanged into the cA air mass. A comparison of aerosol I
concentration, surface temperature, and surface pressure, '•80 , I I I
from Riley [1987] is given in Figure 2, to illustrate this -80 -60 -40 -20
unique relation among pressure, temperature and aerosol Mean Monthly Temperature (*C)
concentration on the Polar Plateau.

This transport of heat and particles can be traced meteor- Figure 1. Temperatures and winds recorded at Automatic Weather
Stations relative to official station observations at South Pole: (1)

ologically from the surrounding seas [Bodhaine et al., 1986; monthly minimum temperatures, (2) mean monthly temperatures,
Murphey et al., 1991]. Sodium and other marine materials and (3) mean monthly wind speeds. Station CAF' is adjacent to
constitute a large fraction of the particle mass [Zoller et al., the official station; stations "Allison" and "Patrick" are 20 NM
1974; Maenhut et at., 1979; Parungo et at., 1979; Hogan et distant.
al., 1984ab; Shaw, 1988], which increases during periods of
surface warming. particles in air and concentration of sodium in snow for

Bodhaine and Shanahan [1990] and Samson et at. [1990]
have made chronologies of different, but co-calibrated south overlapping time periods are shown in Figures 3 and 4.
pole aerosol data sets, and show the mean aerosol concentra- Figure 3 shows the mean monthly aerosol concentration
tion decreased during the 1980 decade. Legrand and Kir- from Samson et al. [1990], superimposed above the 10 slice
chener [1988] measured sodium concentration in snow in a per apparent glaciological year sodium analysis from
shallow snow pit near the south pole and found deposited Legrand and Kirchener [1988]. The similarly diminishing
sodium to be decreasing in a similar secular manner as par- trend in concentration with time is apparent but the sodium
ticles in the air above. Comparison of the concentration of concentration is almost exactly out of phase with the aerosol
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20 from Riley, '97
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Figure 2. Relations among station pressure, surface air temperature, total aerosol correntradon, and charged aerosol concentration, observed
at South Pole, 1974-1983. The data set is limited to pressure and temperature observations made concurrently with aerosol observations. All
data from Riley [1987].

concentration. This is due to formation of a winter crust fol-
lowing the summer winter transition and maximum snow- Calendar Mean Surface Mean Baro- Mean
air temperature difference in March and April. Snow which Year Air Temp. metric Pressure Wind Speed
falls in late winter (August) or during the winter-summer Period C mb m S-1
transition (September-October-November) does not adhere 60/64 -49.3 680.7 6.1
to this crust and drifts about the polar plateau, becoming the 65/69 -49.1 682.3 5.7
next season's winter layer [Gow, 1965]. Figure 4 shows a 70/74 -49.1 681.3 4.7
comparison of the mean "summer" (October through March) 80/84 -49.4 681.0 4.7
aerosol concentration with the integrated sodirun conceattra- 85/88 -50.0 681.0 4.3
tion in the snow of the following winter. The number of data
points is too few for statistical analysis, but both Figures 3 Table 1. Time variation in temperature, pressure and wind
and 4 indicate sodium and aerosol have decreased in con- observed at the South Pole.
centration during the decade of the 1980s.

Legrand and Kirchener [1988] attribute the decrease in
sodium deposition to "reduced meridional transport"; aero- temperature recoro as well as the aerosol and glacio-
sol has been shown to be transported to the antarctic plateau chemical records.
with warmer mP and mA air and these warm, enhanced The pentadel mean temperature and wind speed observed
aerosol events have been called "sodium storms" by at the surface at South Pole for the five pentads 1960-1984,
Parungo et al. [1979, 1981] and Bodhaine et al. [1986]. and the partial pentad 1985-1988 are tabulated in Table 1.
Murphey et al. [1991] first traced salt particles measured The mean annual temperature and wind speed and air tem-
during a storm at Ross Island to a warm aerosol event at perature have diminished through the period, reflecting
South Pole in 1983, and similar advection of warm aerosol- "reduced meridional transport." The monthly mean tern-
enriched air across the Ross ice Shel' .'o the South Pole has peratures are plotted in Figure 5; the 1960-1988 mean val-
been documented through analysis of AWS data since then. ues are shown as plotted lines, and the pentadel means are
The "reduced meridional transport" proposed by Legrand denoted by symbols. The summer months and mid-winter
and Kirchener [1988] may be deduced from the South Pole months show no systematic change. The summer to winter
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transition (Mar ') is consistently warmer during the years 15
1975 through 1988 and the winter to summer transition South Pole
(August-September-October) is consistently cooler during 0
those years. The diminishing temperature trend shown in 0
Table 1 is due to diminished August-September-October 0,
temperatures. A similar analysis of wind speeds shows meane-
summer (December-January) winds to be unchanged over .
the record period but all other months to have diminished
speeds, and the winter to summer transition months of
August-September-October to have wind speeds dimin-
ished by 3.5 mph, when the recent years are compared to
those prior to 1974. 0 10-

Analysis of the meteorological and aerosol records for
August, September, and October show periods of warm z
advection that cause the surface temperature to increase
from the -60WC to the -409C range, and aerosol concentra-
tions to increase by a factor of two or more in concert with
these surface temperature increases. An analysis of twenty

Cyears of South Pole surface temperature records bySchwerdtfeger [1984] shows the mean daily temperature to LeGrand and Kirchener (1988)

5 I
100 150 200

. Mean Aerosol Concentration (c. 3)

.30o0--- Figure 4. Comparison of the integrated Na concentration in "win-
o -ter" snow layers collected from a shallow snow pit near South Pole- by Legrand and Kirchener [1988] and the mean aerosol concentra-
a tion observed during the previous October-March at South Pole.
C

o200
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S1 -2 1 1, 1 ,11111,1,
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o -30 & 1965-'69 * _

_a a 1970-'74
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Figure 3. Chronology of (a) mean monthly aerosol concentration -65
obvervwd at South Pole., from Samson et al. 1990] and (b) sodium J F M A M J J A S 0 N 0
concentrations measured in a hallow snow pit near South Pole by
Legrand and Kirchener 11988]. A time axis shift of 6 months, Figure 5, Mean monthly surface temperatures observed at the
using the hypothesis that sodium precipitated to the polar plateau South Pale, 1960-1988. Pentadal mean temperatures are noted by
during the late winter and smmuner will be accumulated 3nd stored symbols. The month of March has been consistently warmer since
in the following winter layer, similar to the accumulation of snow 1975; the months of August, September and October have been
[Gow, 1965], places the decreasing trends in phase. consistently colder.
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speed, which occurred simultaneously, complicates inter-
pretation of the transport and exchange of heat and particles
to the air at the polar surface and further complicates inter-
pretation of precipitation and deposition processes for

S...sodium.
6. 40 --

fli, CONCLUSIONflu - We have had the good fortune to measure the variation of
2 - aerosol properties in a unique air mass during an identifiable

a0 climatic iteration. This series of observations is especially
W valuable, as most of our theories of aerosol transport to Ant-

--. -- ---------- arctica propose increasing concentration with respect to
E time, while this circulation change resulted in diminishing
S20 -concentrations. These findings indicate that we may be able

ý -_to calibrate climatic changes recorded in polar snow and ice,
o -but only through a broadened understanding of meteor-

1960 70 '80 '90 ological transport, exchange and precipitation processes.

Figure 6. Frequency analysis of the number of days ith t The glaciological record remains available for additional
pFraigure Fexucding -5ym fing cale numer monh Auguswt, ter- analysis, as do the meteorological and aerosol records. Itprture~s exceeding -50°C during calexWndaionthis August Sep-
tember, and October. would be productive to date strata in several snow pits along

a circle of 20-km radius about the South Pole, and compare
the water and chemical accumulation with the 1957-1990
meteorological record. The winds observed 300 m above theremain less than -500C through late October. A daily maxi- station might supply a more precise record of changes in cir-

mum temperaure of greater than -50°C is a strong indicator culation, independent of surface modifications due to occu-
of warm advection or "meridional transport," and Riley's pation of the polar plateau. An expanded AWS network is
aerosol vs. surface temperature analysis in Figure 2 shows necessary to provide objective analysis of surface transport
an inflection at -50°C. The number ( f days with maximum and exchange.
temperature greater than -50 0C occurring in the months A dedicated research effort is necessary to identify and
August, September, and October and the number of days assess the processes that cause the precipitation of sodium
with maximum temperature less than -500C occurring in or some other conservative aerosol tracer to the snow at the
November were determined for each year, since establish- surface of the Flolar Plateau. Identification of climatic or
ment of the station. Only two November days colder than meteorologic variation from gla-iological records will
-50 0C occurred prior to the decade of the 1980s, while remain problematic until a quantitative precipitation and
seven occurred during the mid 1980s. The mean, median, accumulation theory is established. It is of primary impor-
and modal number of August, September and October days tancz to investigate the influence of wind speed and direc-
exceeding -50C is 33, and the standard deviation is 8. All tion on precipitation and accumulation of particulate matter
but one of the years in which the number of -50*C days in South Polar snow. It is also necessary to determine if the
exceeded the mean plus one. standard deviation occurred relations between aerosol, temperature, and pressure are
before 1972; all but one of the years in which the number of source independent, or if it reflects changes in the properties
days exceeding -50°C were less than the mean minus one of mP air over the Southern Ocean. The qu- ;a mark in
standard deviation have occurred after 1977. It is quite the title must remain.
apparent from examining this chronology, as shown in Fig-
ure 6, that the exchange of heat into the cA air mass during ACKNOWLEDGMENTS
the winter-spring transition was much ih.-Te vigorous during This research was supported by NSF-OPP, and NSF-DPP
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The Role of the Polar Regions in the Global Carbon Cycle
and Related Climatic Changes

E. P. Borisenkov
Main Geophysical Observatory, Leningrad, U.S.S.R.

1 ABSTRACT
Empirical data are examined which characterize the role of the polar regions in

the global carbon cycle, and the role of polar oceans as atmospheric carbon sinks is
discussed. The dependence of the annual variation of atmospheric C02 content on
latitude is analyzed. Natural and anthropogenic sources of CO2 are studied, as well
as their manifestation in polar regions. The results of carbon cycle numerical mod-
eling with linear and non-linear box models for different scenarios of anthropogenic
CO2 growth are presented. The role of oceanic, biospheric and anthropogenic
sources in carbon cycle dynamics is analyzed. The results of modeling the climate
and its changes are discussed for different scenarios of energetics development with
models of different complexity. Possible causes of climate warming and cooling are
considered for the polar regions.

INTRODUCTION approximate consideration of the dynamics of the ocean
The global carbon cycle and climate change are now the mixing layer.

problems of prime importance. They are most completely A number of studies show an important role of deep
described in the report prepared by WMOAJNEP [1990], ocean in the global carbon cycle. This effect is most fully
but also in many other publications. A generalized descrip- described by Bacastow and Maier-Reimer [1990].
tion of the problem of the global carbon cycle relative to cli- Feedbacks proved to be of no less importance, primarily
mate changes is presented in the monograph by Borisenkov in the case of lower cloud layer increase.
and Kondratiev [1988], with an extensive bibliography. Polar regions are of special importance for studying the

It should be mentioned that despite the exceptional global carbon cycle. These regions, particularly the south
importance of the problem a quite simple assumption ha. polar region, are powerful sinks of carbon absorbed by
been laid down so far that CO2 concentration will double in oceanic water.
the near future, resulting in global climate warming with This flow in one direction can reach 80-100 Gigatons of
maximum warming in the high latitudes of both hemi- carbon per year, which is far larger than the anthropogenic
spheres, and accompanied by a rise of the world ocean level source due to fossil fuel combustion, which is equal to more
by approximately 76 cm by the late 21st century. than 5.5 Gt per year.

Based on nume-cal experiments, Manabe and Wetherald On the other hand, analysis of ice cores taken from the
[1975] determined that sudden CO2 doubling would cause Greenland and Antarctica glaciers enables us to reconstruct
mean warming of approximately 2-3*C, and in polar areas the content of atmospheric carbon approximately for the
of 6-8*C. past 160,000 years [Bamola et al., 1987]. Similar variation

These results have been confirmed in many studies, with time in paleodata is traced for another greenhouse gas,
although the range of temperature changes in different mod- methane [Chappellaz et al., 1990].
els was between 0.20C and 9.60C. It should be stressed that Analysis of samples in the cores of continental ice shows
all these numerical experiments were made at a given tem- periods of a considerable decrease in CO2 content down to
perature of sea surface (so-called swamp ocean) or with approximately 200 ppm and less, and periods of increased
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CO2 content reaching 300-310 ppm and, from the data of dNi
Shackleton et al. [1983], to 330-350 ppm. Glacial epochs -- = .(KijNi-KjiNi)+ni
with a cold climate approximately 20,000 and 150,000 years 3=1 (1)
ago correspond to low CO2 content. Warm epochs cor- jfi
respond to high CO2 content.

The above CO2 changes were by no weans related to Here Ni is carbon content in i-th reservoir, Kij and Kji are
anthropogenic effects. Numerous data indicate that the peri- coefficients of exchange between reservoirs characterizing
ods of recession and extension of continental ice are well the rate of carbon flux from i-th to j-th reservoirs (Kij) and
correlated with periods of change in the Earth's orbit param- from j-th to i-th reservoirs (Kji), ni is the anthropogenic
eters, and modeling results confirm this [Budd and Rayner, source in the i-th reservoir. This source exists now only for
1990]. It is natural to assume that, if we cannot simulate the the atmosphere.
CO2 concentration variations with a numerical model of the In this case at each time moment
carbon cycle, and cannot explain them, we have no reason n
to trust in modeling results when estimating future CO2 con- NI+N2+N3+...+N n= Y•NO+Ni (2)
centrations and corresponding climate changes. i=1

According to model estimates, the time of CO2 concen-
tration doubling varies between early in the next century and Here N10 is carbon content in the i-th reservoir at the initial
the middle of the 22nd century [Borisenkov and Kondratiev, time moment. The beginning of the industrial period (1860)
1988]. In view of the discussion of the greenhouse effect, it is usually taken as the initial time moment.
is also important to answer the question of whether paleo- When linear models are integrated over a long period
analogues (warm periods of the middle Holocene, 5000- they come to a quasistationary regime depending on the
8000 years ago; the recent interglacial period-Mikhulinsky rates of CO2 exchange between reservoirs and the dynamics
Optimum, 125,000 years ago; and Pliocene, 3-4 million of the anthropogenic CO2 source. In the absence of anthro-
years ago) could be used for constructing future climate sce- pogenic sources only the rates of exchange processes can
narios. This problem is discussed in the scientific literature change carbon cycle dynamics.
as well. It is well known from theory and experiment that carbon

Since according to some results of model calculations flows between the ocean and the atmosphere depend to a
CO2 doubling will result in maximum warming in the polar considerable extent on ocean temperature, and carbon flows
regions, which should lead to the decrease of interlatitudinal between the atmosphere and the biosphere depend also,
temperature contrasts and circulation change, this problem though to a lesser extent, on atmosphere temperature.
is critical for future climate changes. Since the cumulative concentration of nonorganic carbon

In view of the above the author made it his aim to give a in the ocean (1C) is determined by carbon dioxide dis-
critical analysis of the CO2 problem and to propose several solved in the ocean (CO2), carbonate ions (HCO3) and
problems for discussion with an attempt to provide possible bicarbonate ions (CO32-), we have
answers to them.

There is no reason to argue against the data on CO2 con-
tent in the Greenland and Antarctica continental ice cores .C=[CO2+[HCO3 -+[CO2 - (3)
and the coincidence of warm climate periods with the con-
tinental ice minimum amount on the planet, extension of The partial pressure of carbon dioxide dissolved in water
snow cover line to the poles, rise of world ocean level, and which affects CO2 exchange with the atmosphere depends
increase of incoming insolation due to the change of the in a complicated way on the process occurring in the ocean.
Earth's orbit parameters as a result of gravitational inter-
action between the lanets. Similarly the cold climate peri- C c
ods (ice epochs) are sufficiently well documented and are Thus PCO2 - KoKI+ KoK1K2  (4)
related to the increase of continental ice amount, extension K0 + + -

of snow cover line to the equator of world ocean level, and [H+] [HI 2]
decrease in incoming insolation.

There is some difference in the absolute values obtained In this case
for CO2 content for the Mikhulinsky Optimum 125,000 KI
years ago. According to the data in Shackleton et al. [1983] [CO2]+[ -H20]._+-[HCO3 ] •H[-CO3]+
the CO2 content then was about 330-350 ppm. The report of K2
the WMOAUNEP working group [1990], referring to Bar- KH]+[HCO2]±[H+]+[CO2] (5)
nola et al. [1987], gives the values 330-310 ppm.

PARAMETERIZATION OF THE RELATIONSHIP where [H+] is hydrogen ion activity. . is the factor of car-
BETWEEN THE MECHANISM OF ATMOSPHERE- bon dioxide solubility in sea water, K1 and K2 are the first

OCEAN CO EXCHANGE AND TFMPERATURE and the second constants of carbon dioxide dissociation sup-
If one assumes that the expedmental data providing ported by reaction (5).

answers to items 1 and 2 of Table 1 are reliable enough, we
should be able to model :he past changes in CO2 concentra- Denoting 1
tion which are not of anthropogenic origin. Ko + K +

For simulating the carbon cycle, linear models of the fol- [I1l [HI
lowing type are generally used:
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No. Question Most probable answer
(to be proven)

1. Are paleodata on C02 content in the cores of Greenland and Antarctica continental ice YES
sufficiently representative to judge the global CO2 concentration in different epochs?

2. Is the coincidence between higher and lower CO2 content periods and those of warm YES
and cold climate satisfactory enough?

3. Can past warm climate periods be taken as a scenario for future warm climate due to NO
the greenhouse effect?

4. Can past climatic changes be explained by changes in atmospheric CO2? ONLY SLIGHTLY; IN
THE MAIN THEY CANT

5. Are the past CO2 content change periods the result of climate change due to external YES
factors and primarily astronomical ones?

6. Are CO2 content changes in polar ice cores for warm and cold climate periods the YES
result of change in the CO2 exchange mainly between atmosphere and ocean and
p artly between atmosphere and biosphere due to temperature regime change caused

y other factors?

7. Is the viewpoint universa'i., -ecognized that atmospheric CO 2 doubling would NO
increase mean global termperature near the earth's surface by 2-4*C, and the polar
regions by 6-80 C?

8. Do the empirical data obtained with models (temperature increase in the troposphere MORE LIKELY NO
and decrease in the stratosphere, precipitation increase, water vapor content increase, THAN YES
sea level rise, glacier melting, etc.) confirm reliably enough the appearance of the
greenhouse effect during the instrumental observation period?

9. Are there reasons to believe CO2 content doubling together with the increase of YES
other greenhouse gases would cause maximum cooling in the north polar region rather
than maximum warming?

10. Do and will the polar regions and ocean processes play a key role in the global YES
carbon cycle?

Table 1. Key questions to the problem of global carbon cycle and climate and the role of polar regions.

based on (4) we have, where •- 8PCo 2/PCO 2 is the buffer factor

PCo 2=-0,C (6)

The carbon flux from ocean to atmosphere (fea would be or += (1 T 7-
proportional to PCO2 . Then fot = Koa 0 Z C (7), sic 0
where Kog is a new constant characterizing the exchange it is easy to see that dependence of parameter • on influ-
rate. It is clear that accurate calculation of 0 and Koct is encing factors is difficult to determine theoretically, but it
difficult. has been found experimentally that 4 changes from about 7

In this connection Revelle and Munk [1977] introduced a at t0.=00 C to 14 at 300C. It is evident that with the past range
buffer factor characterizing the part of carbon absorbed by of t0 changes due to astronomical factors the change of car-
the ocean from the atmosphere. bon flux from ocean to atmosphere could reach tens of per

Denoting the carbon content (partial pressure) at the ini- cent.
tial state by Nmo = 0o("Co and its deviation from initial
state by nin = 0 a (1.C) based on (7) we have THE RESULTS OF RECONSTRUCTING THE PAST

CO2 CONTENT WITH LINEAR BOX MODELS
foa = Koa(Nmo+4n°) Figure 1 presents the results of reconstruction with a box

model of CO2 content for the last 20,000 years [Borisenkov
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and Kondratiev, 1988], using a 4-box linear model of Bor- To calculate ocean t0 more exactly, the model of zero
isenkov and Altunin [1991] which includes atmosphere, bio- dimension can be accepted of the type,
sphere, and active and deep oceanic layers. The model was
integrated for 20,000 years back with a time step of 500 d&Tj
years. The exchange coefficient (the product of K in for- C 1 "F= AQ - X12 (ATI-AT 2 ) - XAT 1
mula (8)) was given in piecewise linear interpolation
depending on paleotemperature. The Figure shows that the
model reproduces quite well the minimum CO2 content dur- C2 "--2= %12(AT1-AT2) - .23(AT2-AT3) (9)
ing the recent ice epoch. The CO2 concentration variation dt
follows that of paleotemperature.

Figure 2 gives the results of integrating the more sophis-
ticated 8-box model of Altunin and Borisenkov [19911 for C3  = X23 (AT 2 -AT 3 )
140,000 years. The paleotemperatures were taken from Lor-
ius et al. [1985].

The 8-box model of the global carbon cycle includes here C1 = 0.45 W yr m-2 OC-1 is the atmospheric heat capac-
atmosphere, land biota, humus, oceanic inorganic carbon, ity factor, C2 = 10 W yr in-2 oc-l; C3 = 100 W yr m-2 oC-1
phytoplankton, oceanic dissolved organic substance, oceanic are heat capacity factors of the active layer of ocean and of
sediment carbonate rock, and continental sediment rock. deep ocean respectively; o = 2.4 W moCl is the param-
The rates of exchange between the atmosphere and land eter of climatic feedback; X12 = 45 W m-2 *C-1 is the
biota and humus depend to some extent on temperature. The energy exchange factor between ocean and atmosphere; X23
rate of exchange between the atmosphere and the ocean, in = 4 W m-2 0C-1 is the energy exchange factor between
particular the box of oceanic inorganic carbon, depends active and deep oceanic layers; AT 1, AT 2 , AT3 are anom-
mainly on temperature. These exchange rates are taken from alies of the mean tr of atmosphere, active and deep oceanic
experimental data. The given version of box model was layers respectively. At the initial time moment (1860),
interpolated backward over 140,000 years with a time step
of 100 years. AT 1 = AT2 = AT3 = 0

Since paleotemperature gives air temperature repro-
duction, and our calculations required ocean tV, it was AQ
assumed that ocean t anomalies were 10%less than the cor- with t= -ooL.T=AT2=AT3=ATeq=
responding air te anomalies.

The water tV anomalies reconstructed in this way are
shown in Figure 2a. where ATeq is the ;quilibrium atmospheric tr, and Q is the

Numerical experimental data have shown that if the anthropogefnic source. Figure 3 presents the results of model
dependence of exchange coefficient te is not considered, simulations described by the system of equations (9), for the
CO2 concentration remains practically the same over the scenario of anthropogenic source AQ using the data of Bor-
whole 140,000-year time interval, which should be isenkov and Kondratiev [1988]. It was taken that the equi-
expected. librium tr

If one disregards the dependence of C0 2 exchange AT(2xC2) ln[N i(t)/Njo(
between atmosphere and ocean (box of oceanic inorganic ATeq = (10)
carbon) on tr, but includes that between atmosphere and bio- = ln2
sphere (boxes of land biota and humus), weak variations in
CO2 content are observed which repeat te variations (curve It is clear that atmospheric te is several decades behind
2 in Figure 2b). However CO2 variation amplitudes are far the equilibrium tr due to the thermal inertia of the ocean.
from real ones. When the dependence of CO2 exchange Further, behind CO2 concentration variation are sea t*
coefficients between atmosphere and ocean on "0 is con- changes which influence the exchange between atmosphere
sidered, the agreement between measurements of CO2 con- and ocean. These time periods are tens of years, and consid-
tent (solid curve in Figure 2b) and values calculated from erable changes can take place in the ocean for this time.
the model (dots with crosses) proves to be quite satisfactory. Results mentioned in the WMO/UNEP report [1990]

This gives reason to assume that the past CO2 content indicate that this is the case. This report contains much evi-
changes were determined most likely by natural processes dence showing that consideration of ocean leads to the lag
and resulted from climate changes rather than vice versa, of atmospheric and sea te changes from respective equi-

In this connection one should very carefully estimate the librium temperature. In the model under study for the atmos-
possibilities of constructing scenarios of future climate phere, model tr changes by 2000-2030 years are about 55%
caused by CO2 content change on the basis of past warm of equilibrium tr changes ATq(t). This conclusion is in
epoch paleoclimates since absolutely different causes act good agreement with the results of other authors, in par-
here. It is worth mentioning that this conclusion does not ticular with the results of a recent study by Schlesinger and
contradict the conclusions of Broecker and Denton [1990] Jiang [1990].
and of other authors that CO2 changes could explain not
more than 50% of climate changes which took place. What DYNAMICS OF GREENHOUSE GAS
is more important is that climatic changes which were ANTHROPOGENIC SOURCES
caused by astronomical factors determined CO2 changes in It is important to determine which dynamics of the
the atmosphere. anthropogenic source AQ should be prescribed in the model.
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Many uncertainties and extremely high values of AQ cor- greenhouse effect, methane 17%, stratospheric water vapor
responding to a maximum emission of anthropogenic carbon 6%, N20 4%, all freons CFCn 12%. The picture changed
of up to 80-100 Gt yr-1 in the near decades have led to over- somewhat for 1980-1990 and this would characterize the
estimated values for Q. There several tens of scenarios at future. Thus the CO2 contribution was only 55%, the con-
present for energetics development which are analyzed in tributions of CH 4, stratospheric water vapor, N20 and CFCn
Borisenkov and Kondratiev [1988]. were 11, 4, 6 and 24% respectively. In other words, to con-

The most realistic scenarios are determined by rela- sider completely the greenhouse effect, CO2 growth of
tionships of the type: about 1% per year can be taken.

2R( THE INFLUENCE OF DEEP OCEAN ON THE
nl (t) = Q=R - 'Q GREENHOUSE EFFECT

One approaches for modeling the carbon cycle and its
() =d=" CO2 manifestations in the climate system seems to be pre-

nl(t)= =t = LR[. .QY 1i) scribing a gradual increase of CO2 at a rate of 1% per year,and its sudden doubling, as was done earlier. Besides, as we
saw, the deep ocean processes should be included in the

nl(t) = R= o.Qn.e-mt models. This should be done because, using real data, one
cannot yet ideatify with assurance the global manifestation

Here Q is the amount of carbon released to the atmosphere, of the greenhouse effect in the climatic system components.
Q., is carbon reserves, Re is a parameter characterizing the These manifestations of the greenhouse effect could be
rate of carbon growth, and n and m are some empirical tropospheric tr rise and stratospheric tr fall, continental ice
parameters. meltng, sea level rise, and increase of atmospheric moisture

The scenarios of CO2 emission dynamics determined content. Among these components we can best distinguish
from (11) depend first of all on the s•. "os of energetics the really observed positive trend of mean t* near the earth's
development. The maximum value -- in some scenarios surface.
reached 80-100 Gt yrl,which is not reistic. However, as is shown above, according to all model esti-

In most scenarios proposed, max (=d' amounts to 20-30 mates the tr trend in the atmosphere and even more so in the
Gt of carbon per year, falling in the middle of the next cen- ocean should be behind the CO2 growth trend. Actually the
tury. The scenarios estimated in (11) depend to a consid- reverse took place. The positive to trend started at the begin-
erable extent on parameters R0 , n and mn. The value Q,. ning of the current centuy and reached its maximum in the
corresponds to the forecasted supply of conventional fuel 1930s. At that time the CO2 trend was small. But in the
and was assumed equal to 600 Gt. The above three param- 1940s when the positive trend of CO2 concentration
eters were selected assumgthatatt110 (this corresponds incrased abruptly t* started falling. This gives reason to
to 1970) Q=-130 Gt, and =5 Gt yrl. These estimates are believe that the positive r trend in the 1930s and 1940s was
well confirmed experimentally. The parameter n was a var- not related to CO2 growth, and that it cannot be taken into
ied one and was selected depending on scenarios of energet- account when attributing the observed te trend to the green-
ics development. In this case it was assumed that the house effect. Ellsaesser [1984] has the same viewpoint. This
maximum emission falls on 2030 and is 30 Gt yr t . Under is even more evident if one takes into consideration that
these conditions R6=0.02, mn=l.2 5 and n=1. such warming periods in the history of climate took ptae

Figure 4 gives the results of simulating the atmospheric several times, for example, in the first half of the 16th cen-
carbon content on the basis of seven types of box models, tury [Borisenkov and Pasetsky, 1988]. These periods,
beginning with a linear 9-box model and a nonlinear 7-box including those in the 1930s and 1940s, were related to
model and with sufficiently realistic scenarios for the atmospheric circulation changes. If one subtracts the 1930s/
dynamics of source nl(t), from Borisenkov and Altunin 1940s temperature trend from the total, the remaining trend
[1985]. This scenario is close to the scenario of the Institute shows a very weak component at noise level which does not
of Applied System Analysis (Vienna). correspond to temperature changes which should have taken

The Figure shows that the range of possible CO2 changes place according to model (9). The actual te trend after the
in the atmosphere is rather narrow. Maximum CO2 con- 1930s and 1940s and up to the mid-1970s is opposite to the
centrations in the atmosphere according to this model data CO2 trend. All this allows us to say that there are no reliable
would not exceed 2.0 to 2.5 times the pre-industrial level of indications of greenhouse effect manifestations in the sur-
1860. Double CO 2 concentration is reached at the end of the face t field. Nor are these indications found in other climate
21st century or even the beginning of the 22nd century, not characteristics. Though some sections of the WMOA/NEP
early in the 21st. This effect in the model is explained by report [1990] are inconsistent, Wigley and Barnett [1990],
considerable absorption by the oceza. the authors of section 8 of the report, stateL clearly that

Bearing in mind that this model gives sufficiently good there are no reliable indications of greenhouse effect man-
agreement between calculated CO2 concentration for the ifestations from observations.
industrial period of 1860-1960 and the past 130 years, one This should not make the problem of the greenhouse
can hope that the above estimates should be relied upon. effect and society's concern about its consequences less

It should be borne in mind that the greenhouse effect is interesting. The question is whether we know reliably what
influenced by other anthropogenic pollutants as well. As the climatic consequences of a greenhouse effect would be
glven in the WMOAJNEP report [1990], for the period and whether the future warming of climate with maximum
1765-1990 CO2 yielded 61% of the contribution to the warming in high latitudes is an accurate scenario.
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One of these consequences, as mentioned above, is pos- taking preventive measures and is not unexpected in the
sible climate warming, on the average by 2-4*C, and in light of the preceding discussion. Therefore all contrary sce-
polar regions by 6-80C. Although this viewpoint was most narios of future climate relative to the greenhouse effect
popular until recently, some scientists criticized it [Idso, should be carefully analyzed and checked before planning
1982; Ellsaesser,1984; Borisenkov and Kondratiev, 1988]. preventive measures. For example, based on the scenarios of
Recent numerical experiments made by Washington and climate change toward %arming, in the USSR suggestions
Meehl [1989] and Washington [1989] have shown that this were made to stop building ice-breakers since ice conditions
generally accepted scenario of future climate could hardly in the Arctic would become less severe. Dangerous warn-
be considered reliable. Inclusion of deep ocean in model ings are made regarding melting permafrost zones which
integration over 30 years with gradual yearly CO2 increase occupy extensive areas in the USSR.
of 1% leads to quite different scenarios of future climate
compared to scenarios from models with sudden CO2 dou- CONCLUSION
bling and disregarding deep ocean. These results are pre- All the above gives reason to believe that science has not
sented in Figure 5. When CO2 increases by a factor of yet reliably provided conclusions on the manifestation of the
approximately 1.6-1.8 over the preindustrial level for 30 greenhouse effect, and its climatic and social consequences.
years the ocean is reconstructed so considerably that due to For this, further studies of the problem are necessary on an
feedbacks weaker tV rise (by 2-30C) occurred over con- interdisciplinary basis. Society would have to pay a high
tinents. Over the north polar area, particularly in the Atlantic price for ungrounded recommendations.
region, maximum teC decrease by 6-81C is observed (to But in all cases it is evident that the focus of uncertainty
10-11"F) rather than maximum increase. In the southern in regional terms shifts to polar regions. In this connection
hemisphere t0 regime changes are insignificant. In this sce- the role of the polar regions in studying the given problem
nario the sea ice thickness increases by approximately should be the leading one.
0.5 m. The southern boundary of polar ice shifts to the equa- In conclusion it should be noted that the author did his
tor. Climate instability increases sharply. best and tried to provide the answers to the questions in

This result radically changes the idea of climatic con- Table 1, understanding that the discussion of them cannot be
sequences of the greenhouse effect and recommendations on considered finished.
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The Influence of Arctic Haze and
Radiatively Active Trace Gases on the Arctic Climate

J.-P. Blanchet
Canadian Climate Centre, Downsview, Ontario, Canada

ABSTRACT
Increasing fossil fuel consumption and industrial activities have raised concerns

of possible man-induced climate changes. The changes result mostly from
increased radiatively active trace gases (RAG) and anthropogenic aerosols in the
atmosphere. Among the by-products of combustion, carbon dioxide is the leading
RAG. Fossil fuel combustion also generates sulfates and soot, the principal
constituents of the "Arctic haze." Both C02 and Arctic haze interact with radiative
processes to produce external climate forcing. Due to their strong tendency to
absorb visible solar radiation, soot particles result in strong diabatic heating in the
Arctic. With a mixing ratio of 10-10, a concentration 1 million times less than H20,
the solar radiative heating produced by particulate soot is still comparable to that of
H20.

The Canadian Climate Centre (CCC) has recently completed a climate simula-
tion with a double carbon dioxide scenario. Version II of the CCC-GCM includes a
mixed-layer ocean and thermodynamic ice model. It allows for the evaluation of
climate changes due to an external forcing. The aim of this paper is to compare the
climate changes induced by increasing CO2 and Arctic haze. Since both signals are
occurring simultaneously, we must investigate the individual contributions with a
climate model.

A preliminary sensitivity study of the Arctic haze (February to May) with
interactive sea ice was done. The analysis suggests that the excess of solar radiative
heating leads to increasing rates of snow and ice melt during spring and summer.
The most sensitive regions are the Canadian Arctic Archipelago and the Greenland
Sea. In both regions, the ice is substantially reduced. The anomaly of sea ice
amount continues its propagation northward in June and July even though the
Arctic haze is absent during that period. This result seems related to the reduction
of the snow cover in the Spring. Another interesting result is the development of a
systematic negative temperature anomaly in the lower stratosphere above the
positive anomaly due to the Arctic haze in the lower troposphere. While the
positive anomaly rapidly vanished after the removal of the haze (June-July), the
negative stratospheric anomaly remains and propagates downward, resulting in a
cooler summer at high latitudes. Those results are now investigated in a series of
climate simulations.
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AGASP-M, Polar Lows and
CEAREX Norwegian Arctic Flight Program, Spring 1989

R. C. Schnell and P. J. Sheridan
Cooperative Institute for Research in Environmental Sciences, University of ColoradoINOAA, Boulder, Colorado, U.SA.

J. D. Kahl
Department of Geosciences, University of Wisconsin-Milwaukee, Milwaukee, Wisconsin, U.SA.

ABSTRACT

The third Arctic Gas and Aerosol Sampling Program (AGASP) intensive
airborne research program was successfully conducted in the Norwegian Arctic,
March-April 1989. Flying from Bodo, Norway, the NOAA WP-3D was utilized to
study (1) two separate Polar Low systems that developed in the Greenland Sea; (2)
the transfer of energy from the atmosphere to the ice over permanent pack ice north
of Spitsbergen; (3) the transfer of wind and heat energy along the ice edge; and (4)
Arctic haze (air pollution) and solar radiation distributions east of Spitsbergen.
Participants were from three NOAA laboratories, three National laboratories,
NASA, and nineteen universities, with representation from five countries.

These flights were coordinated with surface measurements at ,hc Ny Alesund
Norwegian baseline station on Spitsbergen and the Office of Naval Research
(ONR) Coordinated Eastern Arctic Experiment (CEAREX) "0" and "A" ice camps
northwest of Svalbard.

In these latter flights, AGASP scientists continued their study of the photolytic
destruction of tropospheric ozone in the Arctic spring boundary layer. A source for
the Br molecule involved in the ozone destruction reaction has been suggested as
being of under-ice origin released to the atmosphere as bromoform and bromo,
dichloromethane. A marine or ice algae may be responsible.

From aircraft data on these flights, it was observed that the ozone destruction
phenomenon may be capped by as little as a 0.2*C temperature inversion. Ozone
destruction in the marine boundary layer over open water was not observed even on
days when such destruction was observed 100 km further north over the Arctic ice
pack.
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Mt C yr 10

Anthropogenic Influence a

Enteric Fermentation 60
(domestic & wild animals)

Rice Paddies 80
Biomass Burning 40 50 5
Landfills 30

Coal Mining 30
Gas Prod. & Dist. M 100 METHANE 10

Subtotal 270 GS1

Natural Occurrence MMETHANE METHANE
HYDRATE+ GAS+WATER

Termites 30 ICE+GAS

Wetlands 90 • 00
500 -50 M

Oceans 8 "
Freshwaters 4 W NaL N'.+ ÷ . C0Hi. a

Methane Hydrates 1000 . CH, 10

Subtotal 136 METHA-

WATER+GAS MTOTAL 406

Table 1. Annual methane carbon release rate (Mt yrl) from iden-
tifred sources [adapted from Cicerone and Oremland, 1988]. Mt= =..'
1012 grams of methane carbon. 5000 500

Sources of atmospheric methane have been qualitatively 10000 - 00
identified, and a candidate list has recently been constructed -10 0 10 20 30 40

[Cicerone anti Oremland, 1988]. Table 1, adapted from this TEMPERATURE (0 C)

list, gives estimates of the anthropogenically infivenced and Figt-re 1. Phase diagram showing boundary between free methane
natural sources of atmospheric methane. The total annual gas (no stippling) and methane hydrate (sti ppling) for a pure water
methane release is estimated to be about 405 Mt (megatons and pure methane system. Addition of NaC to water shifts the
= 1012 g) of methane carbon. Of this amount, about one per- hydrate-as phase boundary to the left. Adding CO2, H2SA C2H6 ,
cent, or 4 Mt, of methane carbon is attributed to the decom- and C3Ri to CH shifts the boundary to the rght, increasing the

region of the gas hydrate stability field. For most naturally occur-
position of methane hydrates. ring gas hydrates, the effects approximately cancel each other.

Methane hydrates are solid substances composed of rigid Depth scale assumes lithostatic and hydrostatic gradients of 0.1
cages of water molecules that enclose mainly methane. The atmospheres per meter. .a-rawn after Katz et al. [1959] and mod-
methane hydrate unit structure contains 46 water molecules ified from Kvenvolden and McMenamin [1980].
and up to eight methane molecules, leading to a non-
stoischiometric formula of CH4.5.75 H20 for a fully filled nental gas hydrates [MacDonald, 1990]. This large reservoir
methane hydrate [Davidson, 1983]; a unit volume of meth- of methane is located within 2000 m of the earth's surface.
ane hydrate can contain up to about 170 volumes of meth- Because methane hydrates are near to the surface, they
ane gas at standard conditions. are affected by surficial changes in pressure and temper-

Besides requiring sufficient methane to stabilize the hy- ature, and thus destabilized methane hydrates, which can
drate structure, methane hydrates can occur only under an potentially release enormous quantities of methane, are a
appropriate set of pressure and temperature conditions (Fig- likely candidate source of atmospheric methane. A question
u%' 1). These conditions are found in continental sediments of current interest Loncerns the possible consequences of an
of permafrost regions and oceanic sediments of outer conti- addition of methane to the atmosphere from destabilized
nental rargins. The potential amount of methane in meth- Triethane hydrates duv to global change. Models of green-
ane hydrates is very large, but estimates of the amount are house warming predict that climate change will be accentu-
speculative and range over about three orders of magnitude ated in the Arctic [National Research Council, 1982]. Thus,
from 2 x 103 to 4 x 106 Gt of methane carbon [Trofimuk et gas hydrates of the Arctic will be most vulnerable to climate
al., 1977; Mciv6r, 1981; Dobrynin et al., 1981]. Recent esti- change. This paper examines gas hydrates of the Arctic and
mates have converged on about 104 Gt of methane carbon provides an estimate of the amount of methane being
[Kvenvoiden, 1988a; MacDonald, 1990] for oceanic gas released from gas hydrates as a result of the present climatic
hydrates and about 400 Gt of methane carbon for conti- regime.
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GAS HYDRATES OF THE ARCTIC
Conditions for gas hydrate occurrence are met in three

distinct environments in the Arctic Ocean region: (1) Off-
shore, in oceanic sediments of the outer continental margin
where the combination of cold bottom water and high pres-
sure from the water column establish the necessary stability
conditions within the sediments beneath the sea floor to sub-
bottom depths from about 300 to 700 m; (2) Onshore, in and 10
beneath continuous permafrost, where surface temperatures
are generally less than -5*C and the zone of methane- ARCTIC
hydrate-stability ranges in subsurface depth from about 180
to 1200 m; and (3) On the nearshore continental shelf, OCEAN

where a comparable stability zone exists, and where relict
permafrost has persisted since times of lower sea level when
the present shelf, now covered with shallow sea water, was
exposed to cold subaerial temperatures. +

Offshore Oceanic Outer Continental Margins
Marine seismic reflection surveys conducted offshore

from the northern coast of Alaska have shown the presence
of an anomalous acoustic reflector that is located at depths Figure 2. Map showing the Arctic regions where co.iditions for
which correspond to the base of the methane hydrate stabil- gas hydrate occurrences are possible: (1) region of continuous

onshore permafrost (-7,000,000 kin2) [horizontal lines]; (2) regionity zone as determined by estimating temperatures and pres- of possible offshore permafrost (-2,200,000 kin2) [diagonal lines];
sure, s [Grantz et al., 1976]. This anomalous seismic reflector (3) region of known offshore permafrost (-800,000 kin2) [heavy
is used to infer the presence of methane hydrates which stipple]; and (4) oceanic region of outer continental margin
extend over a region of more than 7200 km2 offshore (--600,000 kin2) light stipple]. Within the regions of permafrost,Alaska at water depths between 400 and 2800 m and within the actual area where gas hydrates occur is probably one tenth ofAlaka t wterdephsthe are indicated as discussed in the text.
the oceanic sediments to subbottom depths ranging from
300 to 700 m. Kvenvolden and Grantz [1990] extrapolated
this inferred occurrence of gas hydrates offshore northern kinds of limitadons reduce the potential region of gas
Alaska to include the entire outer continental margin of the hydrate occurrence by about a factor of ten in Alaska and,
Arctic Ocean Basin, an area of about 700,000 km2 (Figure by inference, elsewhere. By the 1970s, well logging and for-
2). Using this area and estimates of sediment thickness, sed- mation tests had conclusively shown the presence of gas
iment porosity, and the yield of methane from gas hydrates, matin te had onlsvy sn the pres of ga
they calculated a total of 540 Gt of methane carbon in sedi- hydrates in the Messoyakha and Viluy fields of Siberiament at the outer continental margin of the Arctic Basin. [Makogon, 1978] and in the Prudhoe Bay oil field of Alaska

[reviewed by Kvenvolden and McMenamin, 1980]. Chers-
Onshore Continuous Permafrost Region kiy et al. [1985] compiled geothermal data on four perma-frost areas of the northern USSR, and MacDonald [1990]

Siice the 1940s, the pressure and temperature conditions ust and othe nort ion to a te that threar
of permafrost regions have been recognized as appropriate used this and other information to estimate that there are
for gas hydrate occurrence [Katz, 1971]. The area of con- about 350 Gt of methae carbon stored in gas hydrates of
tinuous onshore permafrost in the Aurctic is approximately Siberia (Table 2). In addition, MacDonald [1990] proposed
7,000,000 km2 (Figure 2); of this area about 700,000 km2 is that 50 Gt of methane carbon are present in the gas hydrates
the potential region for gas hydrates, based on considera- of the North American Arctic, for a total of 400 Gt of meth
tions of thermal gradients and the thickness requirements of ane carbon in permafrost-associated gas hydrates of the Arc-
permafrost. For example, in the Prudhoe Bay area of tic, both onshore and offshore. This estimate is within the
Alaska, gas hydrates can occur only where geothermal gra- range of values of 75 to 1.8 x 104 Gt of methane carbon in
dients are less than 3.7°C km-l and the base of permafrost is gas hydrates as proposed by others [summarized by Kven-
at depths greater than about 280 in [Collett, 1983]. These volden, 1988b].

Region Area of Gas Volume of Gas Methane Carbon in
Hydrate Stability Stability Zone Gas Hydrates

(kin2) (m3) (Gt)

Timan-Pechora Province 6.7 x 104 2.7 x 1013 10
West Siberian Platform 1.1 x 106 3.3 x 1014 120
East Siberian Craton 1.8 x 106 8.1 x 1014 150
Northeast Siberia 6.1 x 105 3.7 x 1014 70

Table 2. Estimates of methane carbon (Gt) in gas hydrates of permafrost regions in Arctic USSR [MacDonald, 1990].
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The presence of gas hydrates in the North American Arc- permafrost and about 120 Gt of methane carbon to be
tic has been demonstrated. Well-log responses, consistent present in the entire region where offshore permafrost is
with the presence of' gas hydrates, were obtained in the known or was possible in the recent past.
Mackenzie Delta [Bily and Dick, 1974; Judge, 1982]; Sver-
drup Basin, Arctic Platform and Arctic Islands [Davidson et GLOBAL CHANGE
al., 1978; Judge, 1982]; and on the North Slope of Alaska The total reservoir of methane carbon sequestered in gas
[Collett, 1983]. Detailed reviews of well logs, well histories, hydrates of the Arctic is about 940 Gt, with 400 Gt
drilling ieports, core descriptions, and production tests from [MacDonald, 1990] associated with permafrost and 540 Gt
the North Slope of Alaska reveal gas hydrates in a restricted [Kvenvolden and Grantz, 1990] in outer continental margin
region of the Prudhoe Bay-Kuparuk River oil field area sediments. Of the 400 Gt of methane carbon associated with
[Collett et al., 1989]. Most of the gas hydrates are patchy permafrost, about 120 Gt are associated with offshore per-
and occur in six laterally continuous sandstone and con- mafrosL Obviously these numbers are very speculative, but
glomerate units ranging in thickness from 2 to 28 m. The they provide a basis for attempting to judge the impacts of
amount of methane present in the Prudhoe Bay-Kuparuk gas hydrates resulting from global change.
River area is estimated to be about 0.6 Gt of methane Because gas hydrates occur so near the surface, their sta-
carbon. bility is affected by pressure and temperature changes at the

sarface. Increases in pressure and decreases in temperature
Nearshore Continental Shelf Relict Permafrost Region will tend to stabilize the gas hydrates, whereas the opposite

The amount of relict permafrost and associated gas changes, that is, a decrease in pressure and an increase in
hydrates beneath the shelf today depends upon the regres- temperature, will destabilize the gas hydrate structure. Meth-
sion and transgression history, initial distribution of tern- ane hydrates in each of the three distinct Arctic environ-
peratures, ice content, gas content, and salinity in the ments (offshore, onshore, and nearshore) are vulnerable to
sediment at the time of inundation. Offshore permafrost is global change, but they are vulnerable to different extents
known to occur on the Beaufort Sea shelf of Canada [Neave depending on their setthigs.
et al, 1978; Weaver and Stewart, 1982]. Also offshore per- Evidence already exists that warming of onshore perma-
mafrost occupies a part of the vast continental shelf of Sibe- frost is currently taking place. Lachenbruch and Marshall
ria [Vigdorchik, 1980]. Studies by Rogers and Morack [1986] showed anomalous temperature profiles in the upper
[1980] on subsea permafrost and sea level history lead to the 100 m of permafrost in northern Alaska. They believe that
inference that offshore permafrost may persist beneath any these profiles indicate a varying but widespread secular
part of the Arctic shelf inshore from about the 90 m isobath. warming of 2-40C of the permafrost surface during the 20th
Based on this inference, the area of potential offshore per- century. These thermal changes will eventually penetrate
mafrost -s estimated to be about 3,000,000 kin2, and within deep enough to destabilize gas hydrates within and beneath
this region there are about 800,000 km 2 where offshore per- the permafrost, but because of heat transfer properties as
mafrost is known to be present (Figure 2). About one tenth discussed in detail by MacDonald [1990], the time scale for
of these areas is assumed to contain gas hydrates based on these thermal changes is very large, requiring thousands of
constraints imposed by geothermal gradients and require- years before all gas hydrates are destroyed. For the present,
ments for minimum thicknesses of permafrost, as discussed however, gas hydrates asscciated with onshore permafrost
previously, have probably n"t felt the e'fect of permafrost warming.

Evidence that gas hydrates are associated with offshore Offshore, the outer coaitinental margin sediments con-
permafrost comes from the Mackenzie River delta area tamining gas hydrates are under a column of very cold water
where well logs from offshore drilling indicated the pres- (near 0*C) at pressures equivalent to 400-2800 m of water.
ence of both permafrost and gas hydrates [Judge et al., Over the last 27,000 years the pressures on the offshore gas
1987]. The observation of gas hydrates in this region sug- hydrates have probably slowly increased due to rising sea
gests that gas hydrates are also present in other areas where levels of about 100 m. Evidence for such a sea level rise has
offshore permafrost occurs. The distribution of gas hydrates been obtained from boreholes in the Canadian Beaufort
associated with offshore permafrost is probably similar to shelf [Hill et al., 1985]. Because circulation of Arctic Ocean
that of gas hydrates associated with permafrost onshore; that water into the Canada Basin is restricted [Aagaard et al.,
is, the gas hydrates are restricted, patchy, and confined to 1985], this restriction may provide insolation against ther-
porous sedimentary units as in the Prudhoe Bay-Kuparuk mal changes in bottom waters at least for the present time.
River area [Collett et al., 1989]. The amount of methane in Therefore, these offshore gas hydrates, experiencing in-
gas hydrates associated with offshore permafrost can be esti- creased pressure and minimal temperature changes, are
mated by utilizing the value of 400 Gt of methane carbon, probably stable, and are a sink for methane and not a source.
determined by MacDonald [1990], as the total amount of Even if small amounts of methane were being released from
methane in permafrost-associated gas hydrates, both on- these gas hydrates, much of tHis gas would likely be dis-
shore and offshore. The amount of methane in offshore gas solved in the water column or be oxidized to carbon dioxide.
hydrates is assumed to be proportional to the inferred area The one environment of the Arctic where gas hydrates
of gas hydrate occurrence in the known offshore permafrost are currently vulnerable to global change is the region of
region (80,000 kin2) and the potential offshore permafrost offshore permafrost [Kvenvolden, 1988b]. Gas hydrates
region (300,000 km2) relative to the total potential area of present within and under offshore permafrost are probably
gas hydrate occurrence in Arctic permafrost (1,000,000 becoming unstable at least in part. The basic cause of the
kin2). Thus, about 32 Ot of methane carbon is estimated to destabilization is the marine transgression that has taken
be present in gas hydrates associated with known offshore place since the last ice age. On the Beaufort shelf, for exam-
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pie, and probably on other continental shelves of the Arctic that the released methane is not trapped within the sedi-
Ocean, sea level has risen significanly during the past ments but rather escapes to the atmosphere. This rate is
27,000 years [Hill et al., 19851 bringing cold water to an slightly smaller than the "placeholder" estimate of 4 Mt yr-1
even colder surface. Before the ,arine transgression, the (Table 1) of Cicerone and Oremland [1988]. Although this
shelf was exposed to low subaerial temperatures of about amount of methane is small relative to most of the other
-100C [Lachenbruch, 1957], and these low temperatures candidate sources of atmospheric methane, the point to be
promoted the development of permafrost. As the shelf is emphasized is that this methane release is just the tip of an
inundated by the advancing sea, the surface temperature of immense iceberg. That is, the large gas hydrate reservoir
the shelf increases by about 100C. The result is that the per- holds enormous quantities of methane which under acceler-
mafrost and any associated gas hydrates slowly degrade as a ated temperature conditions could release amounts of meth-
consequence of heat conducted downward from the sea ane that will contribute significantly to the atmosphere. If,
floor and upward from the earth's interior at time scales for example, the time scale for release of methane from off-
measured in thousands of years. It is presumed, based on the shore permafrost-associated gas hydrates was only 2000
work of Rogers and Morack [1980], that permafrost and gas years instead of 20,000 years, then the calculated rate of
hydrates were once present beneath the coastal shelf ex- release of methane would increase by an order of magnitude
posed during the last low-stand of sea level at about 90 m to about 30 Mt yr-l. This value would place gas hydrates as
below present. Although rising sea level wr- ld have in- one of the important candidate sources of atmospheric meth-
creased the pressure on the gas hydrates by about 9 atm, this ane. With global warming, onshore gas hydrates will even-
pressure increase is more than offset by the 10*C tem- tually be affected, creating a source of methane that is about
perature increase, leading to gas hydrate destabilization. a factor of two larger than that found in the nearshore envi-
Therefore, gas hydrates associated with offshore permafrost ronment. Even the gas hydrates in offshore outer continental
are currently being dissociated with a greater release of margin sediments will ultimately experience the thermal
methane taking place farther offshore where the oceanic effects of global warming, creating a larger potential source
waters have warmed the colder shelf for a longer period of of methane.
time. With global warming, the temperature of shelfal
waters will likely increase and thus exacerbate the release of SUMMARY
methane from gas hydrates associated with offshore perma- Thir paper contends that Arctic gas hydrates associated
frost. Clarke et al. [1986] suggested that cold plumes, seen
on NOAA satellite photographs of Bennett Island in the with offshore permafrost are presently more vulnerable to
Soviet Arctic shelf, resulted from methane released by the global climate change than are continental gas hydrates
breakup of offshore permafrost and associated gas hydrates. onshore or oceanic gas hydrates in outer continental margin

Given the present information concerning Arctic gas sediments. Offshore permafrost-associated gas hydrates are
hydrates, it is not possible to calculate accurately the current undergoing significant global change caused by the trans-
rate of release of methane or to predict the future release gression of marine waters over a previously exposed con-
expected due to global warming. Nevertheless, it is instruc- tinental shelf. It is estimated that about 3 Mt yr-I of methane
tive to try to place some limits on gas hydrates as a source carbon is released from these gas hydrates to the atmos-
of atmospheric methane. It is assumed that gas hydrates phere. This rate of release of methane can be considered as
associated with offshore permafrost are most vulnerable to the background contribution of methane hydrates to the
global change and that about 120 Gt of methane carbon are atmosphere. With any increase in global warming, this con-
available in these gas hydrates. Of this amount, 32 Gt of tribution will increase, although at long time scales, until
methane carbon are associated with known offshore perma- eventually all gas hydrates occurrences will be affected.
frost. If during the last 27,000 years, 88 Gt (the difference Because the total amount of methane in the gas hydrate res-
between 120 and 32 Gt) of methane carbon were released ervoir is so large, it is obvious that, wherever possible,
from decomposing gas hydrates, then the rate of release efforts should be undertaken to minimize global trends
would be about 3.3 Mt yr-I of methane carbon. It is assumed which tend to destabilize these substances.
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Methane and Nitrous Oxide in Arctic Permafrost

R. A. Rasmussen and M A. K. Khalii
Institute of Atnospheric Sciences, Oregon Graduate Center, Beaverton, Oregon, US.A.

ABSTRACT
It is expected that, in the future, increasing levels of methane, nitrous oxide, and

the chlorofluorocarbons (chlorotrifluoromethane and dichlorodifluoromethane) will
together add significantly to global warming; perhaps as much as increasing levels
of carbon dioxide. The present concentrations of methane are about 2.5 times more
than normal interglacial levels, and concentrations of nitrous oxide are about 8%
higher than during interglacial periods. According to our current understanding,
these changes are caused primarily by increasing emissions due to human activities.
The arctic permafrost is a large reservoir of methane and possibly also of nitrous
oxide. In the future, as the polar regions warm from increasing C02 and trace gases,
large quantities of methane and nitrous oxide may be released from the permafrost,
causing a positive climatic feedback. We will show evidence for natural changes of
CH4 and N20 during glacial and interglacial times. We will report our recent exp-
erimental results on tLe amount of methane and nitrous oxide in arctic permafrost
and estimate the magnitude of the possible feedbacks.
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Depletion in Antarctic Ozone and Associated Climatic Change
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Centre firAmnwspheric Sciences, Indian Institute of Technology, New Delhi, India

ABSTRACT
Perhaps the most significant discovery in the atmospheric sciences in the last

decade has been the observation of large decreases in ozone. These losses in ozone
occur during austral spring, and from 1979 the severity of the depletion increased
non-monotonically until September of 1987 when the lowest column ozone
amounts ever recorded were observed in Antarctica. While the surprising "ozone
hole" in the remote icy continent of Antarctica emphasizes the potential importance
and complexity of processes in the high latitude stratosphere, it also motivated this
study on the nature of greenhouse effect on polar climate due to perturbations in
column ozone amount in association with observed increases in other trace gases in
the Antarctic atmosphere. We have examined the potential climatic effects of
changes in the concentration of greenhouse gases on thermal structure of the Ant-
arctic atmosphere using both steady-state and time-dependent climate models.
When we incorporate the greenhouse effect of increases in methane, nitrous oxide,
carbon dioxide and chlorofluorocarbons in association with decrease in ozone at the
levels of maximum concentration in our radiative flux computations for the Ant-
arctic region, the net irsult iý a surface warming which is in fair agreement with
that inferred from mean 46tarctic temperature series. Further, the stratospheric
cooling due to the ozone*t6oie phenomenon is not only restricted to low and middle
stratosphere but also extends deep into the upper Antarctic stratosphere, particularly
in the beginning of November. In view of this, it is possible that the polar strato-
spheric warming phenomenon associated with planetary wave events could be sig-
nificantly disturbed by ozone depletion in the Antarctic atmosphere, leading to
appreciable perturbations in the general circulation.

INTRODUCTION son and re generally associated with air within the polar
Farman et al. [1985] were the first to show that an vortex.

unprecedented depletion of the spring ozone column above Several hypotheses on the causes of Antarctic seasonal
Antarctica had taken place over the past decade. This intri- decline in ozone have been advanced in recent years to
guing phenomenon rapidly captured the attention of the explain the phenomenon [Solomon, 1990]. These include
international scientific community and a great deal has been the idea that the hole is caused by upward atmospheric
learned in the past five years. The observed springtime winds, that the resumption of high solar activity after polar
ozone column amount in the Antarctic atmospher, has night produces large amounts of ozone-destroying nitric
decreased by about 30% during the past decade, a magni- oxide, or that the extreme cold temperatures and associated
tude far exceeding the climatological variability. These polar stratospheric clouds (that are most prevalent in the
ozone changes are largely confined to the region at and Antarctic atmosphere) lead to unusual chlorine chemistry
below the altitudes where maximum number densities of due to anthropogenic halocarbon compounds, and eventual
ozone occur from about 10 to 20 km during the spring sea- ozone destruction. While the Antarctic phenomenon may
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not appear to be an immediate threat to worldwide ozone [1978] to account for the net radiative imbalance due to the
levels, there is concern that the ozone depletion may be a energy transported from the equator to the Antarctic region.
prelude to more widespread events. Of particular concern is Surface albedos are taken from Lian and Cess [1977]. For
that the observed changes in ozone could be linked to the time-dependent numerical experiments, monthly mean clim-
observed increases in the trace gases that affect ozone, such atology derived from various sources has been used [Ellis,
as chlorofluorocarbons, methane and nitrous oxide. While 1978; Kukla and Robinson, 1980; Oort, 1983].
this emphasizes the potential importance and complexity of The atmospheric distributions of carbon dioxide, nitrous
processes in the high-latitude stratosphere, it also motivates oxide, methane, water vapor, ozone and other radiatively
a study on the nature of the greenhouse effect of polar cli- active gases are compiled from a variety of sources [WMO,
mate due to perturbations in ozone amounts in Antarctica in 1985; Bojkov, 1986; Ramanathan et al., 1987; GMCC,
association with observed changes in concentration of car- 1986, 1987; Komhyr et al., 19881 and prescribed in the
bon dioxide, nitrous oxide and methane. It may be noted model. The scenarios on trace gas perturbations are based
here that the Antarctic spring ozone decline is a unique on changes in their concentrations in the past decade (1978-
event in both magnitude and persistence, thus inspiring both 1987).
modeling and diagnostic studies. Two sets of numerical experiments have been performed

We have examined the potential climatic effects of using the local climate model and the input data described
changes in trace gases at the surface and in the atmosphere above. In the first experiment, we examine the steady-state
over Antarctica using a local climate model described in surface temperature changes due to the ozone loss in the
Jain [1987] with inputs of Antarctic seasonal/monthly clim- Antarctic atmosphere without and with the observed per-
atology. Both steady state and time-dependent calculations turbations in anthropogenic greenhouse gases. In another set
have been made to obtain the changes in surface tem- of experiments, we have made a time-dependent simulation
perature as well as the thermal structure of the Antarctic of the vertical temperature profile with standard ozone dis-
atmosphere. tribution (long-term monthly mean for the Antarctic atmos-

phere) and with the observed monthly ozone distribution for
MODEL DESCRIPTION the year 1987. The findings of these numerical experiments

The model used for this study provides the requisite are described in the following section.
details in the radiation computations to account for the
effects of perturbations in radiatively active trace constitu- RESULTS AND DISCUSSION
ents of the atmosphere in addition to several climatic feed- Table 1 summarizes the equilibrium surface temperature
back mechanisms. It has additional sources/sinks of energy and its change for a uniform reduction of 30% ozone for lev-
from horizontal convergence (prescribed as seasonal merid- els of maximum concentration in the Antarctic atmosphere
ional heat fluxes) due to climatological dynamics. This (between 10 and 30 km). The surface temperature obtained
facilitates the applicability of the model to represent locally
the polar atmospheres. For the Antarctic atmosphere, the
local model extends from 600S to 900S with the underlying Antarctic
surface as snow/ice-covered land. The initial atmospheric Case Atmosphere
composition, surface albedo and vertical distribution of tem- (sprifg)
perature and clouds are prescribed in the model. The solar
and thermal flux divergences averaged over clear and Equilibrium Surface temperature 232.19 K
cloudy fractions are computed at 16 unequally spaced alti- (unperturbed case)
tudes covering the lowest 54 km of the atmosphere. The sur-
face boundary layer interacts with the snow/ice layer a) Change in surface temperature -0.47 K
through the diffusion process to account for energy ex- (10•O =- 30%k)
change between the surface and the atmosphere.

The vertical temperature profiles are computed by con- b) Change in surface temperature -0.09 K
sidering the two critical lapse rates to the local radiative- AO3/O3 = -30%
convective equilibrium, i.e., the lapse rate is constrained to (10•< z <30 km)
be less than or equal to the appropriate temperature- and AC-4 = +1.94%
humidity-dependent adiabatic lapse rate at all levels and at
the same time it is so constrained that its tropospheric mean c) Change in surface temperature 0.31 K
value is less than the critical value calculated for baroclinic AO3/3O = -30%
adjustment. For further details on computational aspects of (10:5 z 5 30 km)
the model, the reader is referred to Jain [1987] and Lal and ACH4 = 1.94% + AC0 2 = 3.64%
Jain [1989]. d) Change in surface temperature 0.37 K

THE INPUT DATA AO3/OA = -30%
The model requires climatological parameters which (10•5 z •30 km)

specify the seasonal mean zonally averaged climatic state. ACH 4 = 1.94% + ACO 2 =

This input data serves as a basis for calculating zo-,Wly aver- 3.64% + AN20 = 2.17%
aged temperature profiles for the atmosphere in radiative--
convective equilibrium. In addition to this, we adopt the Table 1. Model-computed surface temperature and its change due
radiation budget of the Antarctic atmosphere from Ellis to perturbation in trace gases at Antarctica.
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Figure 1. Model-simulated vertical temperature profiles for maual Figure 2. Model-simulated vertical temperature profiles for Ant-
mean Antarctic atmosphere with and without ozone hole. arctc atmosphere with monthly mean climatology (August to

November).
in model computations for the Antarctic atmosphere is in
good agreement with climatology. The reduction of ozone opacity of the stratospheric carbon dioxide, water vapor and
between the levels of maximum concentration (10 to 30 ) ozone is sufficiently strong that the impact of the reductionbetwen he eves ofmaxmumconentatio (1 to30 in) in IR emission (by the stratosphere) on the surface dimnin-
leads to surface cooling on the order of 0.47 K. When isheswit n increasenualtitude of one purbation.
observed increases in atmospheric metdane are acounted ishes with an increase in altitude of ozone perturbation. On
for in our model calculations together with the ozone deple- the other hand, the surfae warming induced by the solar
tion, the sudwae cooling is reduced to only 0.09 IL When effect is independent of the altitude of ozone perti•oations.
we incoporate the greenhouse effect of the observed Consequently, for a decrease in ozone in the upper strato-sphere, the solar effect dominates, while for a decrease in
increases in both methane and carbon dioxide in association the lower stratospheric ozone, the IR effect dominates. This
with decrease in ozone at the levels of maximum concentra- telwrsrtshrcooe h Refc oiae.Iiwionith dcrrasein ati e leel ofmpu maximum, the esultis ura- can best be illustrated by the following: For the Antarctiction in our radiative flux computations, the result is a sur atmosphere, the 30% reduction in ozone between 12 and 40
face warming of about 0.31 K. lie effect of observed amshrte3%rdcini zn ewe 2ad4
faceeawarming ofabout 0.31e Kh thosee of obshan e rved carkm causes a cooling of only 0.31 K, as compared to 0.47 K
increases in nitrous oxide with those of methane and carbon for the same ozone reduction between 10 and 30 km. Thus,
dioxide, together with the decline in ozone, is a net increase lowering the altitude of stratospheric ozone reduction leads
in surface temperatue by 0.37 K. This model-computed u to enhanced cooling at the surface.
face warming of 0.37 K is in agreement with that inferred The annual mean temperature profiles of the Antarctic
from the observed seasonal mean Antarctic temperature atmosphere simulated by the model for standard ozone dis-
series [Raper et al., 1984], which shows a warming trend tribution zrud for ozone distribution with 30% reduction in
from about 1960 until the mid 1970s (a positive linear trend ozone mixing ratio between 10 to 30 km and 12 to 40 km
in temperature anomaly for the period 1955/58 to 1982 has are depicted in Figure 1. The 30% decline in ozone between
been reported as 0.36 K for the spring season). 10 to 30 km causes about 5 K cooling in the lower strato-

The surface temperature change is apparently sensitive to sphere. However, if the ozone loss is shifted to higher levels
the altitude at which the decrease in ozone begins. A (between 12 and 40 km), the stratospheric cooling extends
decrease in the stratospheric ozone, irrespective of the alti- to the middle and upper stratosphere also.
tude of the decrease, would lead to an increase in the solar Figure 2 illustrates the vertical temperature profiles of the
radiation reaching the troposphere. However, ozone also Antarctic atmosphere for standard ozone distribution (long-
alters the longwave emission from the stratosphere in two term monthly averages) as well as for the ozone loss
ways. First, the decreased solar absorption (due to ozone observed in the months from August to November 1987. We
decrease) cools the stratosphere; the cooler stratosphere observe that the Antarctic ozone hole observed in the year
emits less downward IR to the troposphere. Second, a 1987 could have caused the lower stratosphere to cool by
decrease in ozone reduces the absorption (by the 9.6 Pin about 9 K in the month of October. This stratospheric cool-
band of ozone) of the surface-troposphere emission. This ing gradually extends to middle and upper stratosphere by
reduction cus an additional cooling of the stratosphere mid-November. The magnitude of stratospheric cooling
which in turn causes an additional reduction in the down- obtained in our model simulation as a result of ozone
ward IR emission by the stratosphere. Thus the IR effects of decline in the Antarctic atmosphere could lead to substantial
ozone decrease tend to cool the surface. However, the IR perturbations in the dynamics of the polar atmosphere.
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ABSTRACT

The Arctic offers an opportunity to study the alterations of geochemical cycles
of various compounds by human activity. The potential of the compounds to
accumulate in the environment is a significant factor when studying these
alterations.

Three measurement campaigns were carried out in various parts of the Arctic at
Poker Flat, Alaska; Barrow, Alaska; and Ny Alesund, S' itsbergen during the late
winter of 1986. Enhanced concentrations of several components were measured at
all these stations for periods lasting from a few days to several weeks. The chemical
composition of aerosols and analyses of the meteorological conditions during these
periods have revealed a coherent picture pointing to potential sources of these
compounds in Eurasia, and particularly in the northern Soviet Union, and probable
transport pathways. The pathways can be indicated by surge events across the
Soviet Arctic coast towards Barrow aid return flows towards Spitzbergen.

Evenly distributed concentrations of anthropogenic compounds suggest their
rather limited en-route deposition in the arctic winter. However, due to the extended
time of the episodes and their intensity, some compounds may accumulate in the
Arctic environment. Very high enrichment factors of As, Cd, Pb, Sb, Se, and Zn in
the Arctic seem to indicate that the geochemical cycles of these compounds have
been altered on a global scale.
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ABSTRACT
During the springs of 1983, 1986 and 1989, the Arctic Gas and Aerosol Sam-

pling Program (AGASP) conducted major aircraft-based field experiments over
much of the western Arctic. As part of the AGASP research efforts, several regions
of the springtime Arctic atmosphere were probed by the NOAA WP-3D Orion
research aircraft. These included the marine boundary layer over open water, the
surface inversion layer over the pack ice, the "background" free troposphere, the
frequently encountered Arctic haze layers, and the lower stratosphere.

Size segregated aerosol samples were collected from these air masses using a
three-stage cascade impactor mounted on the aircraft. Individual particle analysis
using analytical electron microscopy was performed on each collection substrate to
reveal particulate morphology, size distribution and elemental composition infor-
mation. Results of our studies show that (1) Arctic haze layers are composed
largely of sulfates and anthropogenic particles, (2) the synoptic meteorology is an
important factor which influences the magnitude of the pollution component in the
haze, and (3) the stratospheric aerosols are predominantly H2SO 4 droplets, with the
exception of those collected in 1983, which showed relatively high crustal particle
concentrations due to volcanic debris.

INTRODUCTION sol physics and radiative effects of Arctic haze. The pro-
Air pollution in the Arctic, especially during the spring- grams consisted of airborne gas, aerosol, radiation and mete-

time, is now a familiar and well-documented phenomenon, orology measurements tied to similar baseline station
and one that has been intensively studicd since the mid- measurements at Pt. Barrow, Alaska; Alert, Northwest Ter-
1970s (see reviews by Rahn [1985] and Barrie [1986]). ritories; and Ny Alesund, Spitsbergen. During peak opera-
Results from many of these studies show that these Arctic tions, the AGASP project included over 150 people from
haze aerosols undergo periodic fluctuations in concentration government research agencies and universities in the United
and composition, which have been linked to episodic trans- States, Canada, Norway, Sweden, Denmark and the Federal
port from the middle latitudes [Barrie et al., 1981; Low- Republic of Germany [Schnell et al., 1989].
enthal and Rahn, 1985; Raatz, 1985]. Chemical analyses of The results presented in this paper focus primarily on the
the aerosols suggest a strong pollution component to the anthropogenic pollution component in Arctic haze layers.
haze, one which ma- be capable of significantly disturbing However, aerosol samples collected within the Arctic strato-
the radiative balance in the Arctic [Valero et al., 1984; Wen- sphere, free troposphere (not in haze layers) and above-ice
dcing et al., 1985; Blanchet, 1989]. surface inversion layers are also discussed. When appropri-

The major purpose of the international Arctic Gas and ate, meteorological analyses have been presented to show
Aerosol Sampling Program (AGASP) research expeditions long-range transport of haze associated with mid-latitude
was to determine the distribution, transport, chemistry, aero- sources.
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METHODS 2, along with their respective x-ray spectra.
Atmospheric aerosols were sampled during the thr Meteorological and air trajectory analyses indicated that

AGASP field experiments using a three-stage, single orifice organized transport episodes occurred which moved air

cascade impactor. The orientation and operation of this sam- from within the Soviet Union and Central Europe to the
pIer have been described in detail elsewhere [Sheridan and A!askan and Norwegian research areas prior to and during
Musselman, 1985; Sheridan, 1989ab]. Typical sampling our operations there [Harris, 1984; Raatz, 1985]. The Eur-
periods were 10-15 min., permitting sufficient temporal and asian areas targeted as source regions by the trajectories are

spatial resolution of discrete air masses. consistent with the type of Arctic aerosol source areas we
Particles were deposited onto thin formvar films sup- would expect, since they are highly industrialized with little

ported by 200-mesh TEM grids, which were positioned pollution control and are usually situated north of the
directly behind the jet nozzle on each impactor stage. The springtime Eurasian polar front During most Arctic winters/
manufacturer's stated aerodynamic cutoff diameters (ACDs) springs, the synoptic meteorology responsible for this effi-
for the three stages are: Stage 1 - 4 mm; Stage 2 - 1 mm; cient tropospheric transport becomes a quasi-persistent fea-
Stage 3 - 0.25 mm. Under sampling conditions of flow and ture [Raatz, 1989]. "Atypical" years (such as that of winter/
"r esure similar to those encountered in the field, laboratory spring 1989), and how they may affect atmospheric trans-
tests show that efficient collection of particles down to port and Arctic aerosol concentrations, will be discussed
0.1 mm in diameter was realized, below.

Particles were analyzed using a Japan Electron Optics Stratospheric aerosol samples were collected anytime the
Laboratory (JEOL) 200 kV analytical electron microscope aircraft flew above the relatively low Arctic tropopause. The
(AEM) interfaced to an ultrathin window (UTW) x-ray stratospheric aerosols collected during AGASP-I showed a
spectrometer, multichannel analyzer and dedicated micro- distinct bimodal size distribution. The fine particle mode,
computer. The positions of all particles in a given field-of- which dominated the number-size distribution, was centered
view (FOV) were recorded, so that subsequent x-ray analy- at 0.3-0.4 mm diameter, and was composed almost totally
ses of all particles could be performed before continuing to of liquid H2SO 4 droplets. The coarse particle mode was cen-
another FOV. The UTW detector permitted elemental analy- tered at 1-2 mm diameter, and the particles appeared by
sis down to B (Z=5); thus the interesting light elements C, N morphology and composition to be predominantly of crustal
and 0 were detectable in individual particles. In addition to origin. Several researchers have attributed these coarse crus-
particulate chemistry information, the AEM also provided tal-type particles in the stratwsphere to the El Chichon vol-
valuable morphological and mineralogical data, which were canic eruption, which occurred approximately one year prior
quite useful when proposing so'rces for the aerosol. As with to AGASP-I sampling [Shapiro et al., 1984; Raatz et al.,
the sampler, details of the analytical instrumentation and 1985; Winchester et al., 19851.
procedures have been reported previously [Sheridan and
Musselman, 1985; Sheridan, 1989a,b]. AGASP-.I

The first three flights of the AGASP-ll experiment were
RESULTS conducted in the Alaskan Arctic. The research areas for

The approximate flight tracks for the three AGASPs are these flights were out over the Beaufort Sea, north and
shown in Figure 1. The AGASP-I (1983) field experiment northeast of Barrow, Alaska. During the first flight, an
was the largest of the three in terms of flight hours and areal extremely dense haze layer was encountered, heavier than
coverage, spending significant time in both the North Amer- those observed during any of the AGASP field experiments.
ican and European Arctic. The AGASP-II (1986) project Within this haze event, condensation nuclei (CN) counts
was based in Anchorage, Alaska and Thule, Greenland, and exceeded 10,000 cm-3 , aerosol scattering extinction coef-
was conducted solely in the North American Arctic. The ficients (b~p) were >80 x 10-6 m-1, and SO 2 concentrations
AGASP-llI (1989) experiment was an extensive European reached 15 pptv [Herbert et al., 1989; Thornton et al., 1989].
Arctic mission conducted out of Bodo, Norway. Most of the fine aerosol particles were H2SO 4, probably

being formed in situ during transport [Herbert et al., 1989].
AGASP-I Meteorological analyses, along with surface air quality

Arctic haze layers encountered during AGASP-I flights measurements in Norway, suggest that the haze originated
generally showed a stronger and fresher pollution corn- in Central Europe ten days earlier [Bridgman et al., 1989].
ponent than did those from the more recent missions (with The transport pathway followed a pattern characteristic of
the exception of haze observed on the first AGASP-ll spring haze transport in the Arctic [Raatz, 1989].
flight). Fine liquid (i.e., not significantly unneutralized) Haze layers observed on the second and third AGASP-Il
H2SO 4 droplets were observed in numbers several orders of flights were much lighter and the pollution constituents less
magnitude higher than other particle types. Both combustion concentrated than on the first flight. Trajectories for these
(soot) and non-combustion (probably organic) varieties of flights showed no direct, organized transport from the usual
carbonaceous particles were identified. Spherical particles source regions. Instead, the trajectories originated or spent
and aggregates of probable combustion origin were encoun- significant time over the Central Arctic Basin or the Cana-
tered with likely sources (based on composition) being non- dian Archipelago [Herbert et al., 1989].
ferrous smelters, heavy industry, incinerators, coal- and oil- One aerosol sample collected in the troposphere over
fired combustion, and possibly wood smoke. Other particle south-central Alaska was found to contain high concentra-
types, including crustal and marine particles, also suggested tions of soil-derived particles, with little associated PSO4

distant sources for the haze aerosol. Several types of par- [Sheridan, 1989a]. This aerosol was probably a pocket of
tidles observed in #.GASP-i haze layers are shown in Figure suspended ash from ML Augustine volcano in southern

709



AGASP FLIGHT TRACKS

-- AGASP-I Mar.-Apr.1983 700

gr1AGASP-I p Mar.-o g s

AsAGASP-I-
ti sM ar. 19 8 9 s o80p- Cc V

Pt. Barrow, ./ AlertL

,f-ýMoul Thule

-•Anchorog •3• , k• /Keflavik,._•TT

Figure 1. Approximate flights tracks for the three AGASP field experiments.

Alaska, which erupted 9-13 days earlier. Characterization of AGASP-mI
this sample using our AEM showed particles with composi- Cascade impactor aerosol samples from the 1989
tions and morphologies closely resembling the bulk ML AGASP-MI experiment in the Norwegian Arctic have been
Augustine ash [Yount et al., 1987]. In Figure 3, photo- recently analyzed. Visual observations from the aircraft and
micrographs and x-ray spectra representing this crustal electron microscope analyses of the samples suggest that the
material and several other types of particles observed in haze was consistently of the light, "background" variety
AEM analysis of AGASP-II samples are shown. (ie., wel!-aged and mixed) rather than the concentrated type

The final three flights of AGASP-ll included ferry/ resulting from rapid transport from industrialized source
research missions to and from Thule, Greenland, and a reginst
research mission based at Thule. The haze observed in t regions.
Canadian and Greenland Arctic was well-aged and mixed Instead of finding high numbers of fine H2S04 droplets
throughout the troposphere in concentrations below that of as in previous AGASP missions, most AGASP-llI haze
the haze observed in the Alaskan Arctic in previous weeks. samples contained more moderate concentrations of fine,
Tropospheric samples collected on these flights may repre- solid (highly neutralized) sulfate particles. The neutral-
sent "background" springtime Arctic aerosol conditions ization of this sulfate supports the concept of a well-aged
[Sheridan, 1989b]. Stratospheric aerosol collected on these aerosol, in that the low ambient levels of NH 3 in the Arctic
flights was characterized by a dominant fine H2SO4 com- would suggest that the aerosol may have been present in the
ponent, with very few larger crustal-type particles. In con- Arctic atmosphere for up to several weeks before becoming
trast to the violent eruption of the El Chichon volcano which fully neutralized.
perturbed the stratospheric aerosol for several years, this Most of the other observed types of aerosol particles
suggests that the eruption of Mt. Augustine just prior to the could be classified as soil-derived or marine. An occasional
start of AGASP-f1 was not powerful enough to inject sig- combustion sphere or other pollution-derived particle was
nificant quantities of crustal material into the stratosphere encountered in most samples, but not in'numbers that would
over the North American Arctic. suggest they comprised a significant portion of the aerosol.
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Figure 2. TOP: Photomicrographs of particles collected in AGASP-1 Arctic haze layers. (A) Field of -. b-pm sulfate particles. At time of
analysis, particles were solid (NH4)2S0 4; rings and residues around particles suggest they impacted as liquid H2S0 4. (B) A C-rich particle of
the non-combustion class. (C) Joined combustion spheres. These particles, rich in SiL AL, Ca, Fe, and 0, are believed to be from coal-fired
'nombustFon. (D) Small dark spheres (indicated by arrow) rich in Cu, Zn and Ph, surrounded by (NH4)2S04. These particles are of the types
emitted by non-ferrous smelters. The sulfate appears to have impacted as a liquid. BOTTOM: X-rpri spectra of the above particles colected
in AGASP-I Arctic haze layers. The effectiv-" lower atomic number limit of detection iz Na (Z=li). X-ray peaks resulting from the xluo-
rescence of the Cu grid material are evident in each spectrum. (A) Spectrum from a typical Arctic haze sulfate particle. (B) X-ray spectrum
from a C-rich particle showing no peaks from detectable elements in the particle. (C) Spectrum from one of the frequently eacountered coal
fly ash spheres. (D) X-ray speccum from the small smelter-class spheres embedded in a larger sulfate particle.
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Preliminary meteorological analysis attributes this relative tion of aerosols to the snow and ice surface; and (4) the lim-
lack of anthropogenic aerosol to two factors. First, the win- ited vertical mixing of the stable Arctic atmosphere.
ter and spring of 1989 was an unusually warm one for all of Individual particle analysis of aerosol samples from the
Europe and much of the western Soviet Union. The higher- three field experiments shows that the dominant class of
than-normal temperatures meant a diminished need to bum particles for almost all samples is sulfate. In the 1983 and
fossil fuels and wood. Second (and this may be related to 1986 samples, the sulfate was present as fine liquid H2S04
the higher temperatures), the normal flow patterns from Eur- droplets, suggesting relatively rapid transport from its
asia to the European Arctic did not materialize, at least dur- source and short residence times in the atmosphere. The
ing our month-long operation there. These factors appear to AGASP-lII samples showed neutralized sulfate (mostly
be adequate to explain the lack of a clearly anthropcgenic (NH4)2SO 4) as the dominant aerosol constituent. Based on
component in the 1989 Arctic aerosol, air trajectory analyses, much of this sulfate appears to be

When sampling under the surface inversion over the pack coming from industrialized source regions, although natural
ice, we observed a total ozone depletion around leads in the sulfate-precursor sources such as the oceans and volcanoes
ice. Aerosol samples collected at that time were composed may contribute minor amounts of sulfate to the background
primarily of marine salt particles, with many showing sig- tropospheric Arctic haze.
nificant (2-10% mass fraction) amounts of elemental Br. When organized transport from industrialized source
The form of this Br in individual particles is at this time regions occurs, extremely high concentrations of pollution
unknown, but this research supports the concept of a gas- aerosol are present in well-defined layers in the Arctic
phase Br/ozone reaction which forms particulate Br in the atmosphere. These layers typically contain fine sulfate, car-
Arctic above-ice mversion layer [Barrie et al., 1988; Finlay- bonaceous particles of both the combustion and non-
son-Pitts et al., 1989]. Several classes of particles collected combustion varieties, and several other classes of particles
during flights of the AGASP-IlI field experiment are pre- from anthropogenic combustion processes. Also present in
sented in Figure 4. these laye.s is terrestrial dust and (often) marine aerosol,

confCUming the distant nature of the sources.
CONCLUSIONS When this organized transport does not occur for long

Measurements conducted on the three Arctic Gas and periods of time (as was the case during AGASP-III), the
Aerosol Sampling Programs have shown the Arctic atmos- haze in the Central Arctic Basin becomes a mixed back-
phere, once thought of as pristine, to contain regions of high ground haze. The predominant constituent is (usually neu-
aerosol concentrations in the springtime. These concentrated tralized) sulfate, with lesser amounts of crustal, marine, and
aerosol layers are the result of (1) direct episodic transport combustion aerosols. Even though the aerosol concentra-
over land, snow and ice to the Arctic from mid-latitude tions in this background haze are much lower than in "fresh"
source areas; (2) the lack of precipitation in the Arctic to Arctic haze, the visibility reduction over the Arctic resulting
cleanse the atmosphere; (3) the relatively slow dry deposi- from this aerosol can be dramatic.
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ABSTRACT
/An intercomparison of dry and wet deposition of heavy metals and a number of
trace elements has been made on the basis of the analysis of snow samples for
Ladoga and Onega lakes as well as for the central Arctic. A comparative assess-
ment of contributions to lake pollution (Great Lakes included) due to atmospheric
deposition and river runoff has been given. Annual variations in the deposition of
heavy metals due to the varying air transport and industrial emissions have been
analyzed.

INTRODUCTION RESULTS AND DISCUSSION
Despite the biological activity of trace elements and Table I shows data on relative concentrations of condi-

heavy metals (HM) received by natural waters, the HM tionally insoluble forms of HM, calcium and potassium in
input from the atmosphere as a result of dry and wet deposi- snow cover on the ice of Ladoga and Onega lakes, at the sta-
tion has been studied poorly, so far. In this connection, a dion North Pole-28 during the annual drift in the north-
study has been made to assess this input in the Arctic and on eastern Arctic north of 840N, as well as relationships
the water basins of northwestern Europe, bearing in mind a between preindustrial and present-day concentrations of
determination of global, regional and local levels of the HIM some chemical elements.
deposition from the atmosphere. Analysis of these data suggests the following:

Based on observational studies performed simultaneously (1) In the background regions of the Arctic and north-
at the North Pole, on lakes Ladoga and Onega, in the sub- western Europe a combination of almost the same chemical
urbs of Leningrad, and watersheds of the Onega-Ladoga elements falls out from the atmosphere-the same elements
system, the Neva Bay, a quantitative estimate has been can be identified whose concentrations in snow cover are
made of the fallout of dust and some metals from the atmos- from hundredths of a microgram to tens and even hundreds
phere, most of which are either heavy metals or trace ele- of micrograms per liter of water solution.
ments. These assements have been made using X-ray- (2) These elements are located, by order of priority, in the
fluorescence analysis in the Laboratory for Nuclear Reac- following successions:
tions of the Cooperative Institute for Nuclear Studies Ladoga (concentrations in jig 1-1 are given in paren-
(Dubna, USSR) of the filters (Vladipore 0.45-pum pore diam- theses): Fe (155), K (82), Ti (17), Ca (13), Mn (2), Zn (2),
eter membrane filters) on which a solid deposit from snow V(1), Cr (0.8), Zr (0.7), Ca (0.6), Pb (0.6), Sr (0.4), Ni (0.2),
cover had been filtered. Rb (0.2), Br (0.1), dust (2.6 mg 1-1).
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ago from the estimates of the Finnish experts [Pakarinen et
Element CL/CO CL/Can CL/Caw Co/Cns C ./caw CJCp al., 1983].

(9) Differences between the background hemispheric
K 2.9 12.1 - 4.2 - (North Pole) values of dust concentrations and the back-
Ca 1.1 5.6 - 5.0 - 9.8 ground regional (Ladoga) values reach one order of mag-
Ti 3.4 19.6 9.4 5.8 2.8 - nitude, and for Onega are half as much.
V 3.0 6.0 2.0 2.0 0.7 - (10) The concentration differences of the deposited HM
C 1.1 6.2 1.9 5.4 1.6 are, on the average, the same as in the case of dust. How-
Fe 1.8 27.0 15.8 14.7 8.6 10.6 ever, the concentrations of lithophyll metals (metals with
Ni 0.9 5.2 3.0 6.1 3.5 - low enrichment coefficients in particles of atmospheric aero-
Cu 1.3 9.1 7.8 7.1 6.1 18.3 sols) (manganese, strontium, iron) are tens of times smaller
Rb 1.2 2.7 3.3 2.1 2.6 15.4 in the arctic dust, whereas the concentration of atmophyll
Pb 2.7 21.8 8.2 - - metals (metals with high enrichment coefficients in particles
Sr 1.6 26.3 10.2 16.8 6.5 - of atmospheric aerosols), for which the industrial contribu-
Zr 1.5 45.5 14.3 29.7 9.3 - tions are significant, differ less.
Br - - (11) The atmospheric flux of lithophyll elements (cal-

Zn 1.3 10.7 8.2 8.1 6.3 20.4 cium, magnesium, iron) during the industrial epoch has
Dust 1.9 12.6 6.8 6.5 3.5 - increased by a factor of 5-11, and that of atmophyll ele-

ments (lead, zinc, copper) by a factor of 15-20. This points

Table 1. The ratios of concentrations of chemical elements and to the fact that the present background level of atmospheric
dust in snow cover on Lakes Ladoga (CL) and Onega (Co); at the deposition assessed for the hemisphere from snow samples
North Pole in winter (C.w), summer (Cmn; and preindustrial (Cp) at the North Pole are of about the same order of magnitude
[Pakarinen et al., 1983] and current (CQ) in the northwestern part of as in the mid-latitude northwest in the pre-industrial epoch.
the USSR. (12) There are qualitative differences between the present

flux of trace elements from the atmosphere to the surface in
tk- Arctic and the flux in !he region of Ladoga in the pre-Onega (in ag 1-1): Fe (84), K (29), Ca (11), Ti (5), Mn industrial epoch, expressed through different relationships

(1), Zn (1), Cr (0.7), Pb (0.5), Cu (0.5), V (0.4), Zi (0.4), Ni between 'he concentrations of atmophyll and lithophyll ele-
(0.3), Sr (0.3), Rb (0.1), Br (0.1), dust (1.36 mg 1-1). meats: tie present background flux of trace elements from

North Pole (summer, pLg 1-1): K (7), Fe (6), Ca (2), Ti the atmosphere in the Arctic is characterized by greater
(0.9), Pb (0.2), V (0.2), Zn (0.1), Cr (0.1), Mn (0.09), Cu (with respect to the pre-industrial flux) concentration of
(0.07), Ni (0.05), Br (0.020), Sr (0.017), Zr (0.015), Rb atmophyll elements (3-6 times for copper, zinc, lead) and
(0.010), dust (0.21 mg 1-1). lower concentrations of lithophyll elements (by a factor of

(3) The wintertime deposition in the Arctic exceeds 2-3- 1.5).
fold that in the summer, which is explained both by winter (13) In comparing the data obtained from temporal (cores
duration and by difference in atmospheric stratification, of stratified media) and spatial sections, it is necessary to
which is more stable in winter than in summer. take into account the possible fractionation of atmophyUl and

(4) For almost all elements the deposition on Ladoga is lithophyll elements on particles characterized by different
20-40% greater than on Onega, which is explained by the rates of deposition from the atmosphere on the ways of
proximity of Ladoga to relatively large sources of atmos- transport to the arctic regions. It should be borne in mind
pheric pollution, compared to Onega, as well as by pre- that an additional pollution of the arctic atmosphere by
vailing winds with the southern or western components in industrial emissions takes place. The conclusion follows
the northwestern USSR in cold seasons, from an analysis of data on the HM concentration in the

(5) Analysis of available data on the fallout of chemical snow cover in winter and in summer: in winter the con-
elements from the atmosphere in the cities with multi- centrations of HM and dust grow markedly, the differences
million population and with diversified industry suggests being observed even in the color of analyzed filters (in win-
that in these cities the deposition of some chemical elements ter the filters are darker) as well as in the increasing weight
exceeds by one to two orders of magnitude the fallout for of deposits on the filter (in winter by a factor of 1.5-2).
the background regions in the northwest (Ladoga and These differences are explained by changes in prevailing
Onega) and exceeds by three to four orders of magnitude the directions of air transport in the troposphere from winter
input of metals at the North Pole. The latter data can be con- (prevailing southwest and south components) to summer
sidered a measure of the NM deposition for the global back- (prevailing north and east components). Another reason for
ground conditions of the Northern Hemisphere. the winter-summer difference is the growing intensity,

(6) The HM fallout on Ladoga is 3-45 times more inten- increasing frequency, and duration of temperature inver-
sive than at the North Pole in summer and 2-16 times more sions which weaken the vertical air motions and, con-
intensive than in the central Arctic in winter. sequently, the diffusion of pollutants in the mixing layer.

(7) The background deposition of HM on relatively pure An additional factor of the wintertime pollution of the
Onega is 2-30 times more intensive than at the summertime arctic atmosphere is a decrease of washing-out of the pol-
North Pole and 2-9 times stronger than in the central win- lutants in cold seasons on the routes of transport. The latter
tertime Arctic. is determined by smaller rain rates and greater anthropo-

(8) The present fallout of such elements as Ca, Fe, Cu, genic emissions due to fuel burning in winter. This is man-
Pb, and Zn exceeds by 10-20 times that of 150-200 years ifested through growing ratios of concentrations V/Pb, equal
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Water Iron Copper Lead Manganese Cadmium
Basins a/b alb a/b a/b a/b

Lakes:
Ladoga 3424/194 32/2 93/5 83/5 210.08
Onega 1603/161 21/2 49/5 47/5 0.4/0.04
Baikal -/16,318 -/0.4 -A- -/2 -/-
Michigan 2770/48 120/2 640/11 640/11 11/0.19
Erie -/- 206/8 645/25 -/- 39/1.5

Regio: 3:
Gulf of Bothnia -- -/- 180/2 -/- 7/0.06
Sweden 416 -/0.6 -/3 -/3 -/0.05
Ontario -/76 -/1.8 -/11 -/5 -/0.19

Table 2. Total input of metals from the atmosphere (a, nominator, in t knr2 yrl) and its intensity (b, denominator, inkg kmn-2 yr-l) on various
water basins of the Northern Hemisphere from the data of the authors and others [Eisereich. 1980; Burnes, 1985; Chan et al., 1986; Enckel-
Sarcola, 1986; Ross, 1987]. A dash (-) indicates "no information."

to unity in summer, and in winter greater by a factor of 3 in depositions onto the Great Lakes as well as their intensities
the arctic samples of atmospheric aerosol (vanadium is the (Table 2) exceed the HM fallout in northwestern Europe.
principal indicator of emissions by power stations operating This is explained, first of all, by differences in the anthropo-
on oil products). A considerable increase of the concentra- genic emissions for these regions. The HM emissions are
tions of nickel, chromium and manganese in winter samples characteristic for Sweden.
can also illustrate the anthropogenic origin of pollutants The relationship CL/Cr between the atmospheric input
connected with the burning of oil and coal (nickel), pro- (Ca) and river runoff (Cr) transport (in percent) constitutes
duction of steel and ferro-alloys (manganese, chromium) in for some metals:
the northern regions of Eurasia and North America.

A study of the size distribution of filter samples of snow Fe Cu Pb Mn Cd
for the pure regions of Onega and in the Arctic using the
quantitative electrosonde microanalysis technique revealed Ladoga 7 10 40 2 -

spherical ash particles characteristic of high-temperature Michigan - 52 356 - 92
(anthropogenic) emissions in both Onega and Arctic Erie - 12 92 -

samples. Gulf of Bothnia - - 91 - -
A comparison of electron microscope photographs of the Sweden 20 18 722 - -

filters reveals the pollution of deposits by metal-containing
particles in the case of background regions in northwestern These estimates taken from published data [Eisenreich,
Europe, compared to the background regions of the North- 1980;, Burnes, 1985; Chan et al., 1986; Enckel-Sarcola,
em Hemisphere. The pollution is higher by an order of 1986; Ross, 19871 show that the atmospheric contribution of
magnitude. lead to large lakes of the northwest is about half of all lead

An analysis of the maps of deposition of each HIM during input to water basins, while in the Great Lakes of North
winter over the water basins of Onega and Ladoga revealed America, in Sweden, and in the Gulf of Bothnia, the atmos-
an exponential decrease in the concentration in the west-to- pheric input is either equal to or exceeds 3-7 times the input
east (Onega) and south-to-north (Ladoga) directions such of lead from the river runoff. The input of cadmium to the
that at a distance of tens of kilometers from large sources of Great Lakes is also determined, largely, by dry and wet dep-
emissions the level of HM fallout reaches a regional back- ositions of HM from the atmosphere. The input of iron and
ground level, and farther out it varies weakly, although on copper from the atmosphere to the northwestern water
the average by an order of magnitude less than the global basins is less than a fourth of the HM value from river run-
average level of HM deposition. off, whereas on Lake Michigan the atmospheric source is

The total amount (Table 2) of iron falling out from the approximately equal to the input of copper from river
atmosphere on the Ladoga water basin (3424 t yr-i) is about runoff.
half as much as on the water basin of Onega (1603 t yr-') So, the following general conclusions can be drawn:
and is approximately equal to that falling out on Lake Erie (1) The dry and wet HM deposition from the atmosphere
(277u t yr-1). The input of lead from the atmosphere to the differs by three orders of magnitude under global, regional
American Great Lakes [Eisenreich, 1980; Burnes, 1985; and local background conditions.
Chan et al., 1986; Enckel-Sarcola, 1986; Ross, 1987] (2) In the central regions of the Arctic and in the indus-
exceeds by a factor of 6-7 the input to Lake Ladoga (640, trial regions of northwestern Europe one can identify similar
645 and 93 t yr-i for Lakes Michigan, Erie and Ladoga, combinations of HM coming from the atmosphere, differing
respectively), though the input rate (in kg km-2 yr-t) to in intensity by 1-2 orders of magnitude.
Michigan (Table 2) is only 2 times, and to Erie 5 times, (3) The input of HM in the central Arctic is much greater
greater than to Ladoga. The total amount of all other HM in winter than in summer.
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(4) The spatial variations of HM deposition follow the rio-l-982, Water, Air and Soil Pollwyion, 29, 373-389,
exponential law of reduction in the direction of prevailing 1986.
transports from their principal sources. Eisenreich, S. J., Atmospheric input of trace metals to Lake

(5) The present level of HM deposition in the north- Michigan, Water, Air and Soil Pollution, 13, 287-301,
western part of the USSR is about 1-2 orders of magnitude 1980.
less than that observed 100-150 years ago and an order of Enckel-Sarcola, E., The pollutant load imposed on the Gulf
magnitude more than that typical of the central Arctic. of Bothnia-A survey, Proc. 3rd Finnish-Swedish Semi-

(6) It is important to monitor HM deposition from the n of BothAs , Pr g. 3 i-Swedish Si-
atmosphere because it constitutes from 25% to 300-700% r on she G ulf of Bothma, Aug. 20-21, 1984, pp. 55-59,
of that entering the water basins through river runoff. Helsuiki, 1986.Paizarinen, P., K. Tolonen, S. Heikkinen, and A. Nurmi,
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ABSTRACT
U Winter enhancement of stratospheric aerosols was measured at Syowa Station,

Antarctica by a lidar. Electron microscope observation of individual particles col-
lected in the winter Arctic stratosphere with a balloon-borne impactor suggested
that particles containing nitric acid were formed during the cold winter season, and
the appearance of such particles was an important process causing the winter
enhancement of polar stratospheric aerosols. An externally mixed state of nitric
acid and sulfate particles was observed in the region of 18.8-19.6 km (the upper
region of the sulfate particle layei) during the measurements of January 31, 1990.
One possible explanation of this is nitric acid particle sedimentation, which has
been speculated as being an important process causing denitrificadion of the polar
stratosphere and polar ozone depletion.

INTRODUCTION arctica [e.g., Iwasaka et al., 1985]. Satellite measurements
Dramatic ozone depletion during Antarctic spring (ozone showed winter enhancement of stratospheric aerosols in the

hole) was first observed by Farman et al. [1985], who sug- Antarctic and Arctic regions [e.g., McCormick et al., 19821.
gested an increase in chlorofluorocarbon content in the Formation of ice particles and/or nitric acid trihydrate par-
atmospheric as one of the most important processes causing ticles was suggested as the main cause of winter enhance-
tme ozone hole. The potential contribution of heterogeneous ment of polar stratospheric aerosols from thermodynamical
processes to the ozone hole was pointed out by Solomon et studies [e.g., McElroy et al., 1986; Toon et al., 1986; Han-
al. [1986] and others, since such a large ozone depletion sen and Mauersberger, 1988]. Formation of such particles
during Antarctic spring cannot be explained only by gas can seriously dehydrate and denitrify the stratosphere [e.g.,
phase chemical reactions. Crutzen and Arnold, 1986]. In addition, these particles' sur-

Lidar measurements showed noticeable enhancement of faces are expected to serve as catalysts for surface-catalyzed
stratospheric aerosols during winter at Syowa Station, Ant- reactions, converting reactive nitrogen gases to HNO3 and
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chlorine reservoir gases to photolytically active chlorine- studies on the nature of particles near the ground surface
containing gases, from which chlorine atoms can easily be [e.g., Bigg et al., 1974; Ono et al., 1983; Yamato et al.,
liberated after the sun returns to the polar region [e.g., Sol- 1987; Weisweiler and Schwarz, 1990]. This chemical test
omon et al., 1985; Molina et al., 1987]. technique is very effective in identifying the molecular state

According to recent observations these heterogeneous of individual particles and the mixing state of particulate
processes certainly produce a large disturbance in ozone in chemical composition (externally or internally mixed).
the Antarctic spring stratosphere [e.g., special issue of J. However, concerning the stratospheric particles, there were
Geophys. Res. describing results during the Airborne Ant- limited chemical tests since only a few collections of par-
arctic Ozone Experiment]. tidles were made and these techniques are very tedious.

Most of the previous measurements of PSCs (Polar Strat- Here, we made electron microscope measurements of the
ospheric Clouds) were from remote sensing such as satellite particles collected with a balloon-borne impactor in the win-
and lidar [e.g., McCormick et al., 1982; Iwasaka et al., ter Arctic stratosphere, and discuss the effect of nitrate par-
1985], in situ measurement with a balloon-borne particle tidle formation on the winter enhancement of polar
counter [e.g., Hofmann et al., 1988, 1989], and bulk sam- stratospheric aerosols.
pling with an airborne filter [e.g., Gandrud et al., 1989].
From these measurements the chemical composition and/or WINTER ENHANCEMENT OF POLAR
he molecular state of individual particle cannot be known. STRATOSPHERIC AEROSOLS:

Electron microscope observation of individual particles MEASUREMENTS AT SYOWA, ANTARCTICA
collected on the surface of a vapor (calcium, carbon, and In Table 1, the main characteristics of the lidar used here
nitron) deposited thin film has been frexquently made fer are summarized. The lidar system consists of a 694 nm

Transmitter
Laser output >1 J/pulse (694 nm)

> 0.3 J/pulse (347 nm)
Laser pulse width 40 ns
Repetition rate 60 ppm (max)
Laser beam divergence 1.6 mrad
Transmitter optics Galilean telescope (x 4)
Transmitter beam divergence 0.5 mrad (30 mm diameter)

Receiver
Receiver optics Cassegrain telescope
Receiver diameter 500 mm
F-number F14.0
Receiver field of view 0.5-2.0 mrad

Transmitter/receiver mount
Vertical direction only (fixed type)

Detection system
3-channel detection (typical confirmation)

A-channel PMT R-943-02 347 nm ±1.3 nm
B-channel PMT R-943-02 694 nm ± 0.5 nm
C-channel PMT R-1333 694 nm± 1.3 nm

PMT R-1332 347 nm ± 1.3 nm

Signal processing
Analog method

A-D converter 8-bit resolution
Sampling speed 50 ns (max)

Photon counting method
Multichannel counter 8-bit resolution

Range resolution 100 m (min)

Data processing
CAMAC data logging system with minicomputer (Melcom 70/10)

Table 1. Main characteristics of the laser radar system.
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pulse ruby laser, 50 cm ý telescope, dual 100-channel pho- • J I F i i I A IMIJ I J I A I S 1IN
ton counters, A scope, and A/D converter processing. Lidar
measurements on the stratospheric aerosols were made in
1983, 1984, and 1985 at Syowa (690S, 40*E), Antarctica, as
a part of the international project "Antarctic Middle
Atmosphere (1982-1986)." D o

The scattering ratio, R(z), is defined as follows [e.g., Rus- 10

sell et al., 1976],

R(z) = [Bt(z) + B 2(z))B 1 (z) (1)

where Bl(Z) and B2(z) are the molecular and particulate 198 20( 3o0
backscattering coefficients, respectively, at altitude Z. The

usual matching of the lidar signal containing both molecular J J F M A N M , J I .3 A 1 5 0 " N I
and particulate backscattering with- the profile of molecular
backscattering was made using the radiosonde measure- 1
ments which were routinely made at Syowa. The mixing
ratio of particulate matter is estimated by

R(z) -1 = B2(z)/B1 (Z) (2) ± 10
0O DATA I

In Figure 1, some typical profiles of scattering ratio E
measured in early winter are compared with the profile of '
May, before the cold winter set in. The profiles in June have 100 200 300
larger layer depth and a higher layer top compared to the 1964 (Days)
layer in May. X.The vertically integrated backscattering coefficient in the, ,J0j,• -

stratosphere is given by
U

I = JAz 2(z)dz (3)

where AZ is the height range from the base of the layer top. • 10
We chose the tropopause instead of the bottom of the layer
when tropospheric clouds disturbed the base of the layer
near the tropopause. The integral I can be recognized as the 16'
parameter corresponding to the column mass concentration 20
of particulate matter, although this is not fully quantitative 100 200 30

[Northam et al., 1974; Hofmann et al., 1983]. The variation 198S (Days)
of I is shown in Figure 2. The integral reaches its maximum Figure 1. Vertical distribution of aerosol contei- observed at
in winter. Syowa (690S. 40*E) with a lidar. "T" indicates the tzopopause.

Sampling No. Film Height (kin) Temperature (oC) Nitrate* Sulfate**

5 C 15.5-16.1 -72.9- -69.7 Yes
6 N 16.1-16.7 1,+.2- -71.6 No
7 C 16.7-17.4 -74.7- -72.7 Yes
8 N 17.4-18.1 -77.9- -74.2 No
9 C 18.1-18.8 -80.4- -75.8 Yes

10 N 18.8-19.6 -82.9- -79.7 Yes for a few particles
11 C 19.6-20.2 -83.5- -80.8 Yes+
12 N 20.2-21.0 -84.9- -80.5 Yes
13 C 21.0-21.6 -85.8- -80.8 Yes+
14 N 21.6-22.2 -85.6- -80.3 Yes
15 C 22.2-22.9 -85.4- -80.3 No

Table 2. Molecular state of particulate matter collected in the winter stratosphere. Film C and N mean carbon thin film and nitron thin fIlm
used for collection of particles, respectively. *Test from needle-like crystals produced thirough reaction between nition film and nitrate in par-
ticulate matter. *Detection from morphology of particles. +It is possible to detect nitrate particles collected on carbon fiLm if nitrate particleý
are composed of nitric acid or ammonium nitrate, since these chemical conbtituents are volatile.
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PARTICLE COLLECTION IN THE DiSCUSSION
WINTER ARCTIC STRATOSPHERE Electron microscope observations on collected particles

Strawspheric particles were collected on an electron suggested the formation of nitrate particles in the winter
microscope screen, the surface of which was coated with a Arctic stratosphere. From morphology of needle-like crys-
thin film of carbon or nitron on January 18 and 31, 1990, at tals surrounding the particles collected on a nitron thin film,
Kiruna, Sweden, with a balloon-borne impactor (from about these particles possibly contain nitric acid. In the cold win-
10 km to 23 km for measurements of January 18, and from ter polar stratosphere an extremely enhanced aerosol layer
about 13 km to 30 km for measurements of January 31). (Polar Stratospheric Clouds; PSCs) has been freqiently ob-
Thirty-one samples were collected during a balloon flight. served [e.g., McCormick et al., 1982; Iwasaka et al., 1985).
The impactor used here had a 2-mm-diameter jet nozzle, From thermodynamical studies these particles were sug-
and the flow rate of sampled air was 10 I min-1. The 50% gested to be ice crystals (type-II PSC particles) and nitric
cut-off radius was 0.09 pm at 15-kmn heights. acid trihydrate crystals (NAT; type-I PSC particles) [e.g.,

In measurements of January 31, many nitrate particles Hansen and Mauersberger, 1988].
were collected. Figures 3, 4, 5, and 6 show vertical changes In Table 2 we summarize the molecular state of particles
in the molecular state of individual particles collected at collected at 15.5-24.4 kmn, during the measurements of Jan-
18.1-21.0 km on January 31. Figure 3 is an electron micro- uary 31, 1990. Sulfate particles were dominant below 20.2
graph of particles collected on carbon-deposited thin film at kin, and this certainly corresponds to the stratospheric aero-
a height of 18.1-18.8 kIn. Most of the particles show typical sol layer which is mainly composed of background sulfate
features which have been frequently observed in sulfate par- particles. NAT particles were detected above this sulfate
ticles [e.g., Gras and Laby, 1979; Yamato et al., 19871. layer. Some investigators suggested that the preexisting sul-
Some particles have "satellite structure," which has been fate particles acted as nuclei for PSC particles [e.g., Rosen
recognized as characteristic of sulfuric acid morphology et al., 1988; Fahey et al., 1989]. The clear separation of the
(see particles surrounded with a square). Sulfate particles su!fate particle layer and the NAT particle layer suggested
and/or sulfuric acid droplets are considered to be major con- that the nuclei of NAT particles were not always typical sul-
stituents of the stratospheric aerosol layer [e.g., Turco et al., fate particles. According to Hofmann et al. [1989] there is a1982).Figure 4 is an electron micrograph of particles collected large increase in r >Ž0.20 gin particles, reaching a concentra-

tion of more than 50% of the concentration of condensation
on a nitron thin film at a height of 18.8-19.6 kIn. One par- nuclei in the cold layer at 19-22 km. Condensation nuclei
ticle only produced needle-like crystals through reaction distributed above the background sulfate layer can act as
between the nitron film and nitrate in particulate matter, and nuclei of NAT particles.
other the particle did not. Figure 5 is an electron micrograph li meartisles.
of particles collected on carbon at 19.6-20.2 kin. The par- Lar masuen tsgeed ta the upper aeros
tidles in Figure 5 are very similar in morphology to the par- layer was enhanced in the early polar winter. is type of
ticles in Figure 3. Figure 6 shows an electron micrograph of enhancement seems to correlate with the formation of NAT
particle collected on nitron thin film at a height of 20.2-21.0 particles. Considering the usual distribution of HN03 and
kin. All particles have a needle-like structure which forms 1H20, it can be expected that freezing of the HN03.H20 mix-
through reaction between nitron and nitrate. ture first starts in the upper aerosol layer and/or above the

Few previous studies have described the existence of par- background sulfate layer, since measurements at Syowa
tid!es containing nitrate in the stratosphere on the basis of show that a cold air mass appeared above the usual height of
individual particle measurements. Present measurements the background aerosol layer [Iwasaka, 1986]. Figure 7
clearly suggest that nitric acid particles form in the winter schematically shows the relation between the atmospht-ic
Arctic stratosphere. frost point of water vapor, and the frost point of the

HN03.H20 mixture.

3 May 1 1983 May 24 1983 30 Jun 2 1983 Jun 17 1983 Jun 15 193

E 20- 0 020- 20

= I T -T toC -3

1 10 1 10 1 5 10 50 1 10 1 510

Scatt. Ratio Scatt.Ratto Scatt. Ratio Scatt. Ratio Scatt Ratio

Figure 2. Integrated backscattering coefficient of stratospheric particulate matter measured at Syowa (69"S, 40*E).
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Figure 4. Electron micrograph shoting the particles collected on nitron-d.. posited screen of electron microscope at 18.8-19.6 km. on January31. 1990, at Kirwia (6G0N. 21 OE), Sweden. Only the particle in the center of the figure has needle-like crystals fomred by interaction betweern
nitron film and nitrate-containing particulate matter.
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Figure 6. Electron micrograph showing the particles collected on nitron-deposited screen of electron midcroscope at 20.2-21.0 km, on January
31, 1990, at Kinma (680N, 21*E), Sweden. All particles in this figure have needle-like crystals.
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explanations are possible:
Cooling in Early Winter (1) NAT particles formed in the region of 18.8-19.6 km.(2) A very thin NAT particle layer, with a thickness

Fs o smaller than the vertical resolution of particle sampling,
Frost Point mperature 700 m, was between 18.8 and 19.9 km, andH20 (3) The NAT particle in Figure 4 had descended from the

I active NAT particle-forming region.

.• that only a few sulfate particles can act as nuclei fcr NAT
kH 

If we assume NAT particle formation in the region of

r aparticles. Only when this region contained the particles, not
• I- TropopausNS~ .sulfate particles, which can be activated as nuclei for NAT

under the atmospheric conditions of January 31.
Frost Point On the basis of particle concentration measurements,

HNO 3  Hofmann et al. [19891 suggested that the cloud layer com-
posed of PSCs had many tenuous layers. It is impossible to

Temperature see whether the tenuous layer of PSCs is in the background

Figure 7. Schematic figure showing relation among temperature of sulfate particle layer or only from the particle concentration
early winter, frost point temperar'.e of water vapor, and frost point measurements. The particle mixing situation shown in Fig-
of nirric'acid vapor on NAT surface, assuming normal vertical pro- ure 4 suggests that the extremely tenuous layer of PSCs was
files of water vapor and nitric acid vapor distribution, in the sulfate particle layer (thickness of the PSC layer was

possibly less than 22 m).
30 Of the three possibilities, process (3) seems to be most

B probable one since NAT particle can grow to several pm
through condensation of nitric acid vapor, and coagulation
of these NAT particles, in addition to this, can produce

E 20 larger particles. Such size particles can easily descend from
the NAT particle-forming region to the sulfate particle layer.

No nitrate particles were observed during the balloon
• •measurements of January 18, 1990, although the tem-
"a: 10 perature distribution of January 18 was very similar to that

of January 31. Most particles collected on January 18 were
sulfuric acid particles and sulfate particles (possibly ammo-

0 ..... _ nium sulfate or partially neutralized sulfate particles). This
-100 -50 0 difference suggested the importance of studies on the whole

Temperature (C) evolution of PSC events. If we try to observe the denitrified
atmosphere by severe PSC activity, it is impossible to detect

Figure 8. Temperature distribution and saturation point tem- NAT particles even if the atmosphere is very cold, since the
perature of nitric acid trihydrate particles estimated on 3 ppmv atmosphere has no nitric acid vapor. The time lag between
water vapor and 10 ppbv nitric acid vapor mixing ratio (curve A)
and on 3 ppmv water vapor and 5 ppmv nitric acid vapor mixing starting time of cooling and that of NAT formation also is
ratio (curve B). an important factor. Too early particle collection cannot

detect NAT particles.

When we assume the mixing ratio of 3 ppmv water vapor CONCLUSION
and 10 ppbv nitric acid vapor (or 5 ppbv nitric acid vapor) Nirate particles (possibly nitric acid particles) were
in the lower stratosphere, NAT particles can be expected to detected in the winter Arctic stratosphere from electron
form in the region from 18 km to 24.5 km (Figure 8). The microscope measurements on individual particles. The pos-
distribution of nitrate particles in Table 1 shows good corre-
spondence with the estimated region where NAT particles sibe region of this type of particle is expected to be a little
can form. Summarizing these investigations it is reasonable higher than the height of the usual background aerosol layer
to conclude that the particles shown in Figure 6 are possibly from temperature measured during the observation period.
type-I PSC particles, and this good correspondence sug- Most of the nitrate particles were detected above the sulfate
gested that the concentration of the vapors of water and aerosol layer. A high aerosol layer has been frequently
nitric acid were about 3 ppmv and 5-10 ppbv at 20-25 ka observed in the early winter at Syowa. This may be due to
during this period, formation of nitrate particles above the sulfate aerosol layer,

The externally mixed NAT particles with sulfate shown The externally mixed nitrate particles in the background
in Figure 4 is very interesting in regard to NAT particle sulfate particle layer suggests the possibility of NAT par-
behavior in the winter stratosphere. The following three ticle sedimentation.
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Tropospheric Nitrogen Oxide Measurements at Barrow, Alaska

D. A. Jafte and R. E. Honrath
Geophysical Institute and Department of Chemistry, University of Alaska Fairbanks, F, ̀ rbanks, Alaska, U.S.A.

ABSTRACT
, itrogen oxides play a critical role in the chemistry of the atmosphere and indi-

rctly influence global warming through the production of ozone. At Barrow,
Alaska, the NOAA long-term surface ozone record indicates an increase of about
2% per year during the summer months. Since NOx (NO+NO 2) concentrations
above about 30 ppt (parts per trillion) result in net ozone production in the presence
of sunlight, we propose that the observed Barrow surface ozone increase is related
to anthropogenic nitrogen oxide emissions.

A high-sensitivity chemiluminescent instrument for measurements of nitrogen
oxides has been built to test this hypothesis. Measurement campaigns have been
conducted during summer 1988 and spring 1989, and are continuing during spring
and summer 1990.

Periods during which the NOZ concentrations measured at the GMCC site were
unaffected by local (Barrow) emissions were selected from the data record. Obser-
vations during these periods suggest that nitrogen oxide concentrations are, at
times, very elevated at Barrow and sufficient to account for photochemical 03 pro-
duction. Based on simultaneous collection of meteorological, sulfur, and NOyaa,
several sources of nitrogen oxides have been tentatively identified at Barrow. ese
include (1) long-range transport of pollution from Eurasia; (2) Prudhoe B'5y NOx
emissions; and (3) soil emissions.

INTRODUCTION unmeasured compounds make up a significant fraction of
Nitrogen oxides play a critical role in the chemistry of the the total NOy reservoir in remote areas [Singh, 1987].

atmosphere [Crutzen, 1979]. By controlling the photo- The role that anthropogenic nitrogen oxides play in
chemical production of ozone and hydroxyl radicals in the changes in arctic tropospheric ozone concentrations is not

well understood. Surface ozone at Barrow during summertroposphere, Nho (NO+NO al plays a cenal role in atmos- has shown a 2% per year increase since 1973 [Oltmans and
pheric photochemistry. Additionally, NOt is a precursor to Komhyr, 1986]. Industrial nitrogen oxides emissions from
nitric acid, a major constituent of acid rain [Galloway and the Prudhoe Bay area could be responsible for the observed
Likens, 1981]. Other nitrogen oxides, such as peroxyacetyl summer surface ozone increase, although to date the avail-
nitrate (PAN), may play a significant role in the global dis- able summer NOy data do not support this hypothesis. Alter-
tribution and lifetime of nitrogen oxides [Singh, 1987]. The natively, photochemical 03 production resulting from
concentration of total reactive nitrogen (NOyfNO+N0 2+ lower-latitude NOQ sources could also contribute to the
HNO 3+2N205+PAN+RONO 2+particulate-•Oy3-+...) can be observed 03 increase.
used as a surrogate for the individual species and can pro- In this paper, we present NO data frnm two measure-
vide valuable information on transport and removal pro- ment campaigns conducted at the NOjA GMCC station
cesses, especially in situations where measurements of near Barrow, Alaska, during the summer of 1988 and spring
individual species are limited by resources or instrument of 1989. These data constitute the longest and most corn-
sensitivities. In addition, it is possible that unknown and/or plete data record for NOy in the Arctic during spring and
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support the general notion of "arctic haze": the long-range
transport of pollution from distant anthropogenic sources.
However, the NOY observations additionally indicate the
existence of a significant regional pollution source which
should be taken into account in future arctic air pollution
studies.

EXPERIMENTAL
NO and NOY were measured using a high-sensitivity * 0

chemiluminescent detector built at the University of Alaska
Fairbanks for this purpose [Honrath and Jaffe, 1990; Jaffe et
al., 1991]. NOy is detected as NO following reduction in a T ,
heated converter. During this period, there has been steady 0 so 100 150 200 250 300
improvement in the accuracy and precision of low-level NO Concentration (ppt)
and NOY measurements at Barrow. The current detection
limit for this instrument is 5 ppt (parts per trillion) with an Figure 1. Histogram of background NOY concentrations during
estimated uncertainty at concentrations well above the summer, 1988.
detection limit of approximately 15%.

Since NO, is produced in virtually all combustion pro- NOy (ppt)
cesses, it is necessary to carefully screen the data to elim- 0 so 100 2.5 200 250 300
inate local impacts on the data. In order to remove any
possibility of the local sources impacting the measurements,
the data were screened by wind direction and variability.
Data shown here were obtained only when the winds were r.
not from the direction of significant local sources and exhib-
ited low variability.

0
Estimation of NO. Concentrations 0

Although only NO and NOY were measured, NO, I
(NO+NO2) concentrations can be estimated during the day
using the photostationary state approximation [Leighton, 0
1961]. This approximation makes use of the rapid equi- H
librium achieved between the reactions

rt
NO2+hv --- NO+OQP) (1)

0(pýM "-03o(3P)+O2 -,o 3  2)

O3+NO - N02+02 (3) Figure 2. Diurnal variation in background NOy during summer.

In the absence of oxidants other than ozone that convert NO Data points represent hourly averages. Data from different days areplotted with different symbols.
to NO2, the steady-state concentration of NO2 is given as

k3[NO][03] Hourly averages of the clean-air NOY concentrations are[NO2]S shown in Figure 2 for each day, as a function of time of day.
The concentrations exhibit a tendency to increase during

J1 was not measured, but was estimated using the radiative midday, with lowest values near midnight. The mean day-
transfer model of Stamnes et al. [1990], based on clear sky, time concentration of 140 ppt (6 a.m.-6 p.m. local solar
no aerosol, and an 85% surface albedo. time) is 40 ppt greater than that at night (6 p.m.-6 a.m. local

solar time) (significant at the 99.9% confidence level). This
diurnal cycle may be related to biological NO production,

RESULTS which increases with soil temperature [Williams et al.,
Summer 1988 Measurements 1987], although diurnal boundary l.yer fluctuations could

A histogram of the background NO concentrations dur- also produce a daily cycle.
ing the summer of 1988 is shown in Figure 1. These data
have been screened by wind direction as well as ambient Spring 1989 Measurements
variability. The 175 values range from ielow 50 to 300 ppL Springtime concentrations of NO and NOY were meas-
The median, mean, and standard deviation are 10. 120, and ured from March 2-April 7, 1989. After screening by wind
60 ppt, respectively. NO concentrations were generally direction and ambient variability, two types of periods were
below our detection limit of 50 ppt, and the maximum identified [Jaffe et al., 1991]: "background periods" and
observed was 100 ppLt "events." Background periods correspond to times when NO
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NOy Concentration During Events

Event I

Eve", 2I

Event 3

IN
Me soM ow,

N~y n~ndon tv)Event 4

FIgure 3. Histogram of background NOy concentrations during
sprng, 1989. '1n 0 h ah4 ' sa' '

Day of You / Hour

and NOY concentrations were relatively constant and were Figure 4. NOy concentrations during events observed during
low (relative to the overall data record). Inspection of the spring, 1989.
raw data also revealed several "events," during which ambi-
ent concentrations changed smoothly and reached high val- ground site are not characteristic of "arctic haze." Moreover,
ues, and wind was generally from the clean sector (5*.- the relatively smooth changes in NOY concentration during
1300). Maximum NOy levels exceeded 3 ppb during each the events contrast sharply with the well-characterized high-
evenL variability signatures of local (Barrow) pollution sources

[Honrath and Jaffe, 19901.
Background Periods Figure 5 shows a plot of the observed NOy concentrations

Eleven background Periods were identified. Concentra- during events and background periods versus the local wind
tions varied very little during individual periods, but larger direction. The events were observed of occur when wind
differences were observed between periods. A histogram of directions were in the range of 980w-233. Highest NOY con-

allcentrations were observed when local winds were from
periods (N=885) is shown in Figure 3. Median NOy levels 110-120, suggesting that the nitrogen oxide source
during each of the 11 background periods ranged from 280- responsible for these events is located in that sector. The
850 ppt, with an overall median of 616 ppL NO concentra- only major NO, source in that direction is the Prudhoe Bay
tions during background periods were all below our detec- oil production complex, located at 1110 from Barrow and

approximately 300 km distant. The NO, emissions fromton limit of 75 pps Based on the photostationary-state those facilities arise from natural gas combustion, and are
calculations described above, NOg levels must have been estimated at 10,000-15,000 metric tons yr-i [J. Coutts, per-
below -145 ppt, at least during clear midday periods, sonal communication, 1989]. It is interesting to note that

An analysis of 850 mb back-trajectories [Harris, 1982; Prudhoe Bay was first suggested as a possible influence on
Jaffe et al., 1991] shows that these measurements are consis- the Barrow record by Radke et al. [1976] based on measure-

tent with the understanding of a generally contaminated res- me of condensatio et aro d uri1
ervoir of air over the arctic basin during winter and spring, During the four events, NO concentrations were always

regenerated by episodic transport from source regions. The above the detection limit during sunlit hours, and were fre-
relatively constant and high NOY levels during Arctic tra- quenty a large fraction of NO,. Estimated NOu'NOd ratios

jectories are indicative of a high-NOY arctic reservoir. du ent s were ve r. high tea a maximu

Lower levels during periods of transport from the south are during the events were very high, reaching a maximum
likey de t enhnce scubbng o ai bythe reaer re- value of 0.87, and were highly correlated with NOY coneen-

likely due to enhanced scrubbing of air by the greater - tration. The large NO,:NOy ratio indicates that the plumes
quency and aspornt of precipitation in those regions. Inter- were not aged. Since photochemical reactions transform
estingly, the springtime concentrations were higher than NO, to other NOy compounds, the NO,:NOY ratio can be
those in summer, even during southerly flow, consistent used as a measure of the photochemical age of an airmass.
with the increased lifetime of NO, reservoir compounds, Air sampled during background periods at Barrow had a low
such as PAN, during winter [Singh and Hanlst, 1981]. NOrNO ratio and is photochemically well aged, while the

air sampled during events 1-4 was relatively fresh.
Events Filter measurements of sulfur compounds support the

During this campaign, four identifiable pollution "events" hypothesis of a plume enriched primarily in NO. and NOY
were observed, lasting from 12-60 hours each as shown in [Jaffe et al., 1991]. The sulfur (SO4-+SO2) concentration
Figure 4. NOY reached a peak of 16.4 ppb, and NO reached during the events was not significantly different from the
1.4 ppb. The suddenness with which these events occur and concentration during background periods. This indicates that
the extremely high NOy concentrations observed for a back- the source responsible for NOY enrichments did not sig-
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springtime concentrations were higher than those in summer
even during southerly flow, providing evidence for an
increased NOy lifetime during winter. NOx concentrations

:7'. Event iin the Arctic during spring are estimated to be 0-20% of
+. Event 2 NOy concentrations. In summer, NO levels at Barrow were
o.Event4 very low and exhibited a diurnal cycie, which may be due to

Backgrou~nd Prossoil NO emissions.
"NO "Events." Substantially elevated NO, concentrations

X!, (to > ppb) were observed during spring 1989 in four
events lasting from 12-60 hours. Substantial evidence indi-
cates that emissions from the Prudhoe Bay industrial region
are responsible: (1) Slow and smooth concentration vari-
ations during the events indicate that local (Barrow) sources

.• were not the cause; (2) The correlation with local wind
A.* directir- licates that the source is in the 110o-120° sector,

consiste,. ,Prudhoe Bay, which lies at a 1110 bearing
from Barrow; (3) The ratio of NOj:NO esthnated during

........ .... ., o, . so these events is very high (to 0.87) and indicates that the NOy
Diectioenrichment is almost entirely due to NO,. This implies that

Figure 5. NOv conc/trations during events and background peri- very fresh NO. emissions were responsible for the events;
ods (s5i. NI oertis during e irntson achgron (4) Filter measurements of SO4= and SO2 do not indicate
GMCC site. enrichment of sulfur compounds during the events. This is

consistent with a source, such as Prudhoe Bay, which is rich
in NOR.

nificantly affect the background arctic haze sulfur concen- Although the GMCC site at Barrow is in a remot region,

trations, consistent with the hypothesis that Prudhoe Bay it is affectiA by local-, regional-, and global-scale pollutant
emissions are responsible for the NOy events at. Barrow. sources. In )rder to differentiate between these sources, data
Prudhoe Bay has a very large NO.:S%2 emission ratio (22- collect.-J at such a site must be selected with great care so
33 on a molar basis) [J. Coutts, personal communication, that measurements are representative of specific, identifiable
19881. air masses. These data indicate that atmospheric transport

processes can bring different air masses to the Barrow siteSUMMARY on a time scale of hours. Daily, weekly, or monthly means
As a result of this measurement program, we have may therefore not be adequate to discriminate between dif-

learned a great deal about nitrogen oxides in the arctic ferent air masses. In general, measurement systems which
atmosphere. Some of the major conclusions based on this provide high time resolution data will provide greater
research to date include: , insight into complex atmospheric processes at a site such as

Arctic Background NOy. NOy concentrations in the arctic Barrow.
are significantly higher in spring than in summer. In spring-
time, surface NOy levels at Barrow appear to be comparable ACKNOWLEDGMENTS
to concentrations in the free tropospL.re outside of arctic Trajectories were calculated by Joyce Harris (NOAA
haze layers [Dickersmn, 1985] and about 50% of the levels GMCC, Boulder, Colorado). W. T. Sturges, S.-M. Li, and
in haze layers. In addition, springtime NOy concentrations the staff of the Barrow GMCC station help.d with sample
during southerly flow (as indicated by 850-mb trajectories) collection. We are also thankful for assistance from the
were -50-70% of the levels observed when trajectories indi- North Slope Borough Department of Wildlife Management.
cate arctic air was being sampled at Barrow. However, This work was supported by NSF grant ATM 88-14518.
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Observation of Ozone and Related Quantities
by the Japanese Antarctic Research Expedition

H. Kanzawa and S. Kawaguchi
National Institute of Polar Research, Tokyo, Japan

ABSTRACT
Total ozone observations with a Dobson spectrophotometer, routinely carried out

at Syowa Station (690S, 40*E) since 1966, contributed to the discovery and
confirmation of the Antarctic ozone hole. Routine meteorological sonde observa-
tions since the IGY period and ozone sonde observations since 1966 at Syowa Sta-
tion gave useful information on the cause of the formation of the Antarctic ozone
hole. Other observations at Syowa Station during the Middle Atmosphere Program
period (1982-1985) also gave much information on the Antarctic ozone layer.

The "spring" total ozone at Syowa Station showed record low values in 1987 and
1989. In 1988, the following phenomenon was observed over Syowa Station. There
occurred a large, sudden stratospheric warming in late winter 1988, competing in
suddenness and size with major mid-winter warmings in the northern Hemisphere.
Associated with the dynamical phenomenon of the sudden warming, total ozone
suddenly increased. The sudden warming, as well as other warmings, which
followed it made "spring" total ozone amount higher.

Meridional distributions of ozone were obtained with ozone sonde observations
made by the Japanese Antarctic Research Ship, Shirase, on the way from Japan to
Syowa Station, at intervals of about every 5 degrees for November through
December in 1987 and 1988. Characteristics of interest may be summarized as
follows: south of about 600S, partial pressure of ozone shows low values in the
altitude range of 10-18 kin, while large values occur at 20-25 kIn; there was a
tropopause gap around 30-35*S through which ozone seems to intrude from the
stratosphere to the troposphere.

One or two balloons will be launched under the Polar Patrol Balloon (PPB)
project in September 1991 at Syowa Station to measure in situ ozone, aerosol, and
temperature for about two weeks along the track of the balloon on the 50 mb level
over Antarctica. Data acquisition and balloon positioning will be made using the
ARGOS system. Since the PPB observation is a Lagrangian type observation, the
ozone measurement can detect the chemical source/sink of ozone more directly
than other types of observation, and the aerosol measurement will give much
information on the role of Polar Stratospheric Clouds (PSCs) in the formation of the
Antarctic ozone hole.
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Ozone Evolution Peculiarities in the Polar Regions:
Analysis of Observational Data and Results of Modeling

Igor L Mokhov
Institwe of Atmospheric Physics, Academy of Sciences of the U.'S.SR.. Moscow, U.S.S.R.

ABSTRACT
Analysis of ozone evolution peculiarities in intra-annual evolution of latitude-

altitude and latitude-longitude atmospheric ozone concentration fields was carried
out using a special method of amplitude-phase characteristics. The TOMS satellite
ozone data for the period 1978-1987 were used in the analysis. Comparison was
made with results of analysis of total ozone evolution based on data obtained from
the World Data Center for Ozone (Toronto) and from the Main Geophysical Obser-
vatory (Leningrad) for the period 1973-1985 at 133 Northern and Southern hemi-
sphere stations. Latitude-altitude peculiarities of the evolution of ozone
concentrations from different satellite data are compared with results of simulations
using a two-dimensional photochemical model of the atmosphere. There are large
differences in ozone evolution in polar latitudes of the Northern and Southern hemi-
spheres in different stratospheric layers and for different seasons. Particularly it was
noted that the "ozone hole" phenomenon is more pronounced in the Antarctic than
in the Arctic. Comparison with results of standard harmonic analysis was also car-
ried out.

There have been many climatological studies of atmos- cessing Team. The 50x5O ozone data set was prepared by K.
pheric ozone distribution, a number of which have been Bowman.) The results of this analysis are interesting to
based on a harmonic analysis of ozone annual variations, compare with results of the standard harmonic analysis of
However, a formal separation by certain modes does not the TOMS data for 4 years [Bowman and Krueger, 1985].
always give a clear understanding of the real processes. Study of the amplitude characteristics [Mokhov, 1985;

Analysis of the ozone evolution peculiarities in the intra- Gruzdev and Mokhov, 1987] of the TO seasonal evolution
annual evolution for latitude-longitude and latitude-altitude revealed changes of boundaries of regions with the TO (X)
ozone concentration fields in the atmosphere was carried out decrease of AX=20 DU compared with March and Sep-
using a special method of amplitude-phase characteristics tember (Figure 1). In the high NH latitudes on the TOMS
[Mokhov, 1985; Gruzdev and Mokhov, 1988]. The purpose data the largest values of TO occurred in March (>480 DU)
of using this method is to minimize our prescription (for and the smallest values in September-October (<260 DU).
example, by the fixed mode representation) of the evolution In the SH high latitudes the smallest values of TO were
of different fields. rated in March-April (<260 DU') and the largest values in

TOMS (The Total Ozone Mapping Spectrometer) satel- October (>400 DU) in subantarctic latitudes. So the ozone
lite data from Nimbus 7 [Bowman, 1989] for the total ozone changes in the annual cycle compared with March are char-
content (TO) in the atmosphere during 1979-1987 were ana- acterized in the NH high latitudes by a TO decrease (in the
lyzed. (TOMS ozone data were provided by the National SH by an increase) on the whole. The appropriate ozone
Space Science Data Center at Goddard Space Flight Center. changes compared with September are characterized in the
The original TOMS data processing was carried out by A. J. NH high latitudes by a TO increase (in the SH by a
Fleig, D. Heath, A. J. Krueger and thn Nimbus Ozone Pro- decrease) on the whole.
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The general tendencies of TO ,,olur 'n in the annual and lower latitudes. During this period the negative changes
cycle against March and September on iFi6are 1 correspond of TO were marked also in the tropical latitudes of the NH
in the NH on the whole to the shift of the appropriate suc- (Figure Ib).
cessive isochrones (with timn. in months) from high to trop- Comparison with a sih.ilar analysis of the global ozone
ical latitudes. Pect-liarities were noted over the Far East and evolution in the annual cycle on ground-based data for TO
over Middle Asia, with the most rapid decrease of TO rel- [Gruzdev and Mokhov, 1990] exhibits similar general ten-
alive t', the March state. It should be noted that the spread- dencies and peculiarities (Figure 2 for NH). Gruzdev and
ing o1 successive isochrones on Figure la from higher to Mokhov [1990] used data from the World Data Center for
lower latitudes for the process of TO decrease in the NMi Ozone (Toronto) and from the Main Geophysical Obser-
(from March to September) is slower over oceans. At .he vatory (Leningrad) for the period 1973-1985 at 133 stations
same time in the tropics the TO was larger compared to in the NH an I SH.
March. The tendency of a shift of boundaries for regions with TO

For the SH the TO is increased on the whole with respect changes (decrease compared with March or increase com-
to March during the next six months. In April there is a pared with September) by AX from high to tropical latitudes
small region in Antarctica with a TO decrease of 20 DU rel- is exhibited also by the analysis of ground-based data for
ative to March. In September such changes were marked TO in the NH. In the NH, TO increases by mid-O.tcber by
over all Antarctica. The most rapid increase of •X=20 DU AX=20 DU compared with Septrmber ovei a consideraLle
in the SH was exhibited over oceanic regions of 30"-'500 lat- part of the Far East and the Sea of Okhotsk, and by mid-
itudes (at first over the Pacific ocean). Then successive iso- November the TO increases over most of Canada. The TO
chrones of an rppropriate TO increase spread to polar and increases by AX=50 DU compared with September earlier
tropical latitudes. (in November) over the Sea of Okhotsk, to the north of

According to Figure I there are significant differences in Scandinavia and Kola Peninsula (over the Berents Sea) and
ozone evolution in the annual cycle for the NH and the SH. by December over Canada. By analysis of TO seasonal evo-
There are also some differences between the global evolu- lution relative to March it was determined that the decrease
tion .or processes of TO decrease Qnd increase, particularly of TO, in addition to spreading from polar latitudes (earlier
relative to March and September. over North America), is rather rapid (by AX=20 DU by mid-

The most rapid increase of TO of 20 DU compartd to April) over Middle Asia and the Sea of Okhotsk [Gruzdev
September was noted for wze NH over northeast Asia and and Mokhov, 1990].
Alaska (Figure 1b). As was the case for TO decrease, the A special TO evolution is exhibited through analysis of
spreading of succe-i.e ismlhrones on Figure lb from amplituae d.uaracteristics in the tropics. Here the tendencies
higher to tower latitudes showing TO increase in the NH of the TO change of 20 DU relative to the September and
(from September to Marca) is slower over the oceans. Note March states are opposite on the whole to tendencies for
the dilference in TO evolution over Middle Asia during nontropical latitudes of NH. The regions with an increase
spring qr.' fall. For the fall evolution there is also peculiar- and decrease &f the TO of 20 DU over these latitudes com-
ity. This is a region with relatively rapid TO changes; how- pared with September and March are bounded not only by
ever, in fall the process is relatively late compared to the latitude, but also by longitude. In the SH the spreading of
eastern part of Asia successive isochrones occurs in a northexly direction (in the

The process of TO increase (on Figure. lb of 20 DU) rel- Australian sector to the southeast) with a relative stabiliza-
ative to September in the SH begins near 60WS over the Aus- tion of their position in the tropical latitudes.
tralian (Pacific and Indian oceans) sector. Then the Also analyzed from TOMS data were the phase char-
appropriate sucucs~ive isochrones spread to higher polar lat- acteristics of the ozone annual cycle. Figure 2 presents the
iaudes. It should be noted that in October, along with the isochrones of 0-phase and n-phase, which characterize the
region of TO increase in the Ausralian sector in Figure lb, moments (tA and *,.) of simultaneous reach~ng of a local
there is a region of TO decrease relati',e to September over annual mean TO •alue with positive (0) and nega ive (n)
polar Antarctice latitudes In the Atlantic sector. This plhe- time derivatives jMokhov, 1985; Gruzdev and Mokhov
norn.aon is conncted with an "ozone hole" ovei Antarctica. 1988]. (The value of 4+t = t, - t

A is not equal to haJf a
It shoold be noted that in the polar latitudes of the NH perioc.' (year)).

there are regions with negat:ie changes of TO of 20 DU rel- The spreading of successive isochrones for 0-phase in
4±tive to September. in Otoker over Greenland and in Figare 2a reflects to some extent the interseasonai .-O evo-
November over the northern Atlantic, Europe and Western lution, exhibited in Figure lb for the NH nontropical lat-
Siberia. These regions with delayed TO decrease are char- itudes. The same tendencies -, in Figure la were exhibited
acterized by relative values of TO during these periods. In in Figure 2a f,. the SH nontropical latitudes. Significant
the NH tis region should be further from pole than in the 'ecu~iaritie.o in the high SH latitudes are. connected with the
SH because the process of TO increask. is going toward the role of the semi-annual harmonic.
pole in the SH and away from the poie (on the whole) in ,he For isochrones of it-phase on Figure 2b, as for isuchrones
NH. of O-pmasu, there was a slower spreading over oceans than

From 603' to the equator in the SH Jhere were marked over continents in the NH from high lhtiad, s to the tropics.
negative changes of TO rW'at /e to Septenoei during hilf a In :he nigh latitudes of the 'I, the direction of isochrone
year (up to March). The most rapid decrease of TO of 20 spreading is of opposite sign (t,. the pole).

DU was noted in the 300-400 latitudes over the Pacific and Similar tendencies on the whole were found for iso-Atlantic oceans (by mid-November) with subsequeat chrones of the 0-phase and it-phase for the TO annual cycle
spreading of the appropriate successive isochrnne.. "o higher on ground-base. data [Gmzdev and Mokhov, 1990. The
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bo,,ndaries of nt-phase and minimum-phase (m-phase) for In the nontropical SH latitudes both for the model (with
the TO annual cycle over North Am.,erica according to [q]=mol/cm 3) and on the basis of satellite data (with
[Gruzdev and Mokhov, 1990] extend Ln the whole from [q]=ppmv) there was a descent of the O-phase and n-phase
high to low latitudes. In Eurasia there were regions over the isochrones in the middle and lower stratosphere. On satellite
Far East and Middle Asia with an earlier reaching of the data [Keeting and Young, 1985] the O-phase isochrones are
appropriate phases. The peculiarities of these regions were shifted from the middle stratosphere layers higher than 35
noted also for the maximum-phase (M-phase) and O-phase. kin, while the level of the it-phase isochrones forming in
Over North America the earlier reaching of the M-phase and March is remarkably lower (near 30 kin). For the model, as
O-phase states was marked in the vicinity of 500-4600 lat- for the data, there is a shift of the successive 0- and it-phase
itudes. In Gnrzdev and Mokhov [1990] it was noted that 0- isochrones in the lower SH stratosphere from lower to polar
phase, it-phase, M-phase and m-phase states of the TO intra- latitudes. The boundary of the n-phase reaches the tropo-
annual evolution differ considerably over certain regions. pause by October. The boundary of the O-phase reaches by
Some of these peculiarities of evolution are difficult to October the level near 22 kmn in the 60° SH latitudes and by
exhibit by analysis using the fixed mode decomposition March-April the tropopause level.
(specifically, h, the standard harmonic analysis). Unlike the SH, in the NH stratosphere for q there is no

The phase characteristics on different satellite data [Keet- general delay of reaching of the 0- and it-phase states in
ing and Young, 1985] were also determined for the zonal comparison with lower latitudes. The region with reaching
mean TO [Gruzdev and Mokhov, 1990]. On the whole all of the O-phase state is extended firom polar latitudes in the
the phase isochrones have a tendency to shift with time from lower NH stratosphere above 20 km and below 16 km the
the north to the south. In the SH there is a iauency of the tendency of the shift to pole is exhibited.
isochrones to shift from -.40'S to the equator. For the m- The appropriate peculiarities of the ozr"e content evolu-
phase there are discontinuities at -100S and at 60-650S. The tion in the SH and NH stratosphere are . ý,ited also by an
forming of the "ozone hole" structure over Antarctica in the analysis of the amplitude characteris&c " the q annual
SH. spring is connected with noted peculiarity. The spring cycle. In Gruzdev et al. [1988] the pc'-iiariies for iso-
TO minimum forms first (in August) at -.60°S and then in chrones of boundaries of regions with increa&,. , ,d decrease
higher latitudes (occurring at 750S in the middle of Sep- of the ozone content in the annual cycle relative June and
tember). The sequence of the TO maximum isochrone shift December are noted.
(ana the sequence of "hole" filling) also has a direction from The noted peculiarities of the ozone annual cycle char-
lower to higher latitudes. This corresponds to "ozone hole" acterize, in particular, the mechanisms of forming and fill-
filling at the middle stratosphere levels. ing of the atmospheric ozone deficit ("ozone holes") in the

The noted peculiarities of the TO evolution in polar polar atmosphere. As shown l-y .he direction of latitudinal
regions are connected wit], peculiarities of the ozone content displacement of successive Ls-.hrones, different ozone
(q) evolution in different atmospheric layers and latitudinal regimes are reached later in Antarctica than in neighboring
belts [Gruzdev and Mokhoai, 1988, 1989]. Gruzdev c€t al. latitudes, due to relative dynamical isolation of the Antarctic
[1988] compared the intra-annual (,volution of the ozone lat- atmosphere. On the other hand, th .easonal ozone evolu-
itude-longitude fields from satellite data with results of a tion in the Arctic is characterized on the whole by dis-
two-dimensional photochemical model of the atmosphere. placement of successive isochrones from high latitudes.
On the whole there was qualitative agreement, although These results indicate that the "ozone hole" phenomenon is
there are alsu the rearrable quantity differences. more pronounced in the Antarctic than in the Arctic.
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Uncertainties in Total Ozone Amounts Inferred from Zenith Sky Observations:
Implications for Ozone Trend Analyses

K. Stamnes and S. Pegau
Geophysical Institute and Departmexu of Physics, University of Alaska Fairbanks, Fairbanks, Alaska, U.S.A.

J. Frederick
Department of Geophysical Sciences, University of Chicago, Chicago, Illinois, U.S.A.

ABSTRACT
in a.., effort to determine ozone measurement uncertainties associated with zenith

sky radiation observations we have used radiative transfer calculations to simulate
ozone inference by the Dobson procedure. Synthetic zenith sky charts are computed
for the commonly used AD wavelength pairs by a procedure that simulates the
construction of empirical charts. By using a comprehensive radiative transfer
algorithm, a model atmosphere and a suitable set of ozone absorption cross
sections, we may simulate the effects of cloud optical depth, cloud altitude, vertical
distribution of ozone, temperature profile and surface ak.edo on the total anount of
ozone inferred by the Dobson procedure from zenith sky observations. Our simula-
tions indicate that attempts to determine small changes in total ozone amounts from
measurements of zenith sky intensity are fraught with difficulties. These findings
imply that what appears to be a trend in total ozone could conceivably be due to
changes in (1) ozone profile, (2) effective temperature, or (3) incorrect estimates of
the effects of clouds or surface albedo. We discuss possible means of rectifying this
ozone measurement problem by invoking computer simulations to determine
possible sources and magnitudes of errors incurred in zenith sky measurements to
infer total ozone. In particular, we suggest that construction and use of synthetic
correction tables for any particular station may alleviate difficulties encountered in
the creation of empirical correction tables, since it avoids problems related to (1)
time lapse between measurements, and (2) diffuse radiation from forward scattering
in clouds influencing the direct sun measurements. Instrumental effects can be
accounted for by comparing the theoretical charts with direct sun measurements
under clear sky conditions.
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Permafrost-Associated Gas Hydrates o^' Northern Alaska:
A Possible Source of Atmospheri MvIethane

T. S. Collett
US. Geological Survey, Menlo Park, California, USA.

ABSTRACT
Atmospheric methane, a potential greenhouse gas, is increasing at such a rate

that the current concekitrations (=1.7 ppm) will probably double in the next 50
years. Analysis of gases trapped in ice corc.s indicates tiat the contemporary
atmospheric methane concentrations and their rate of increase are unprecedented
over the last 160,000 years. Numerous researchers have suggested that destabilized
gas hydrates may be contributing to this buildup in atmospheric methane. Little is
known about the geologic or geochemical nature of gas hydrates, even though they
are known to occur in numerous arctic sedimentary basins.

Because of the abundance of available geologic data, our research has focused
on assessing the distribution of gas hydrates within the onshore regions of northern
Alaska; currently, onshore permafrost-associated gas hydrates are believed to be
insulated from most atmospheric temperature changes and are not at this time an
important source of atmospheric methane. Our onshore gas hydrate studies,
however, can be used to develop geologic analogs for potential gas hydrate
occurrences within unexplored areas, such as the thermally unstable nearshore
continental shelf.

On the North Slope, gas hydrates have been identified in 36 industry wells by
using well-log responses calibrated to the response of an interval in one well where
gas hydrates were recovered in a core by an oil company. Most gas hydrates we
identified occrr in six laterally continuous Upper Cretaceous and lower Tertiary
sandstone and coiglomerate units; all these hydrates are gec.graphically restricted to
the area overlying the eastern part of the Kuparuk River Oil Field and the western
part of the Prudhoe Bay Oil Field. Stable carbon isotope geochemical analysis of
well cuttings sugrgsts that the identified hydrates originated from a mixture of
deep-source thermogenic gas and shallow microbial gas that was either directly
converted to gas hydrate or first concentrated in existing traps and later converted
to gas hydrate. We postulate that the thermogenic gas migrated from deeper res-
ervoirs along th.z faults thought to be migration pathways for the large volumes of
shallow, heavy oil found in the same area.

742



The Role of Natural Gas Hydrates in Global Changes

Y. F. Makogon
Oil and Gas Research Institute, Academy of Science U.S.S.R., Moscow, U.S.S.R.

ABSTRACT
Natural gas hydrates, a mineral widely spread on earth and on many space bod-

ies in the Universe, have been known since the 1960s. The hydrates made a
considerable contribution to the formation of the earth's atmosphere and hydro-
sphere at the early period of existence. They presently play a great role in
accumulation of hydrocarbons in the sedimentary cover of the earth's crust on land
and under the sea. Hydrates exert considerable influence on the thermal balance of
the earth's surface, its climate, ecology and geography of the arctic shores.

The main features of gas hydrates which produce global changes are: structure
and composition of hydrates, heat of the phase transition and of accumulation and
decomposition (about 420 kJ kg-1), the change of the water specific volume (26-
32%) under its transition to the hydrate state, and the electric impulse formation
between the two phases during the phase transitions of systems. One volume of
water contains 70-200 volumes of gas in hydrate state. Gas pressure in the crystal
lattice of hydrate iL hundreds, even thousands MPa.

The hydrate formation zone '- -ssociated with frigid areas of Earth sedimentary
rocks; on the land, mear the polai regions, in the sea, at any latitude at depths >200-
500 m. Methane hydrate resources make up about 104 Gt, 99% of them under the
sea. The explored resources are 500 Gt.

Hydrate methane is, undoubtedly, the energy potential of mankind for the next
century, but the rates of the free methane outflow into the atmosphere and their
influence on the global climate, ecology, geography, etc. need to be taken into
account. The current amount of methane in the atmosphere is about 4.8 Gt. Thus,
the average Earth surface temperature is increased by 1.3 K. The annual increase of
methane in the atmosphere is 1%.

Natural gas hydrates, their spreading and features may cause blowouts of free
methane to the atmosphere, much greater than the current biochemical and
technogenic sources. Methane may flow from the top and from the bottom of the
layer as well under changing thermodynamic conditions, such as decreasing
pressure, increase of the geothermal gradient, neotectonic shifts, changing of the
hydrate deposits, electric potential. The free methane provides for an increase of
C02, H20, 03 concentrqtion. The heating effect of methane can be equal to or
exceed that of C02.
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Volcanic Eruption Events and the Variations in Surface Air Temperature
over High Latitude Regions

Jia Pengqun
Polar Meteoro gical Laboratory, Academy of Meteorological Science, State Meteorological Administration,

Beijing, Peoples Republic of China

ABSTRACT
The numerical experiments of our study suggest that volcanic eruptions cause a

cooling of the surface temperature. Special attention will be given to the climatic
fluctuation tied to the cooling in summer in high latitudes resulting from the erup-
tions occurring in spring or summer in high latitudes in the Northern Hemisphere.

INTRODUCTION canic dust is expressed as a function of the optical depth and
Volcanic eruptions are magnificent natural phenomena. aerosol size distribution and a simple model of the latitu-

The early studies on volcanic dust by Humphreys [19401 dinal distribution of aerosol optical thickness as a function
suggested that there is some relation between the pollution of time is developed. The sensitivity experiment results con-
of the atmosphere envelope and climate variation. In the late cerning the high latitude regions are described below, fol-
1950s, a perennial aerosol layer-the Junge Layer-was lowed by a discission of the reasons for these results.
found in the lower stratosphere. It has been shown that the
Junge Layer is substantially increased for a couple of years THE MODEL
following major eruptions [WMO, GARP, 1975]. Based on The Climate Model
these facts, bome authors suggested volcanic eruptions to be The climate model used in this study is an improvement
one of the reasons for climatic variation [Mitchell, 1975; of the one first developed by Sellers [1973]. The latitude-
Pollack et al., 1976; Xiangon et al., 1985; Angell et al., mean surface temperature T, is deter nined by the energy-
1985; Pengqun, 1989]. balance equation for each 100 band with a 6-day time step:

Climate modeling is useful in estimating the climatic
effect of volcanic eruptions. Sellers [1973] and Pollack et al. C Q (1a) - AI-div(F) + d1M
[1976] separately used an energy balance model and a radi- od
ative-convective model to simulate the climatic effects of a where t is time, C is the thermal inertia, Q is the incident
stratospheric aerosol layer and the volcanic dusL In their radiation, ot is the planetary albedo, Al is the net loss caused
studies the changes of the aerosol layer were indicated only byding-wave radiation, div(F) is the energy dissipation and
by allowing the optical depth of the air to vary, but the L"t" is the latent heat change due to phase transformation
changes in the other optical properties were neglected. The of ice and snow where M is the amount of ice and snow, L
analyses by King et al. [1984] concluded that the strato- is the latent heat of condensation.
spheric aerosol layer undergoes some important changes fe" The characteristics of our model that are different from
lowing major volcanic eruptions. The resulting variations of the early one are as follows: (a) The time of the latent heat
the optical and radiative properties of the stratospheric aero- change by phase transformation of ice and snow is added to
sol layer were discussed and a radiative parameterization for describe the effect of the phase transformation process on
the stratospheric aerosol layer was developed by King et al. the surface temperature field over high latitude regions. This
[1984]. is done also to try to improve the early model in fitting with

In this study the radiative parameterization is used to the observations over high latitude regions which are not as
force a one-dimensional global climate model based on the good as over low and middle latitude regions. (b) In our
energy balance of the earth-atmosphere system, to present model, the land temperatures and the sea temperatures in
some interesting results. In the model lhe effect of the vol- one latitude band are not distinguished but are substituted by
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latitude-mean temperatures. So it is not necessary to iterate
and the integral time is reduced. (c) The parameterization 20 Feb.
given by King et al. [1984] is used to determine the plan-
etary albedo to include the effect of the volcanic dust. 0.

As a test of the model, Figure 1 gives the results of the -20
controlled experiment. Also the observed values and the
results from the origina. model are shown in the figure.
Except at high latitude, both simulated temperaeire fields 20 May

are compatible with the observations, but at higb latitudes
the improved model is better. 0 . .;t

The Radiative Parameterization for g-- Aug.
the Stratospheric Aerosol Layer 20

The detailed description of the parameterization pro- T"s(CC) 0
cedure is given by King et al. [1984]. In the model, any radi- -

ative quality for short- and long-wave radiation is the -20- Nov.
function of optical depth and aerosol size distribution. For
instance, the albedo of the aerosol layer R(@,q) may be 20
expressed as a q~aqdratic function of optical depth (r): 0

)= a (q,) + b ((p)' 2  (2) _20

where the coefficients a and b not only change with latitude 900 N 70 50 30 0 30 50 70 900 S
((p), but also have different values for the background aero- LATITUDE
sol model (the result marked by BK in equation (3)) or for
the volcanic aerosol model (EC). When eruption occurs, R Figure 1. The observed latitudinal distribution of the mean surface
(T,(p) consists of two parts: tenperature (solid lines) for February, May, August mad November

[after Sellers, 1973]. The values computed using our model and
R(@, q) ) REC(tq)exp(-At/Ta) + Sellers's model are indicated by crosses and dots, respectively.
RBK(,rp) [I-exp(--AtVTa] (t>0) (3)

the constants related only to the magnitude of the eruption.
where At=t-te is the difference of dhe operative time (t) from The variance a(At) increases with At to describe the vol-
the eruption time (tW) and T, is a time constant. canic-induced area symmetrically diffuse to two poles cen-

tered on the volcanic latitude. As the diffusive distance is in
Simple Diffusion Model of the Spatial and Temporal Dis- direct proportion to the square root of the time, we have:

tribution of the Volcanic Stratospheric Aerosol Layer
In the climate model the optical depth of the atmospheric o(At) = a + b )JAt (6)

envelope consists of two r.xts:
The constant a is determined according to the diffusive

'r(At,' q) = 'to + Ar(At, 40) (4) range of the dust when it has moved once around the earth.
From the observed results for Mount St. Helens and El

r0 is a constant (Xo=0.144, after King et al. [1984]), express- Chic6n [Robock, 1982, 1983], a is about 0.025, that is cor-
ing the optical depth of the troposphere and unperturbed responding to the range of the dust diffusing southward and
stratosphere. Ax(At,p) is the added optical depth due to northward separately by 5 degrees of latitude when the dust
eruptions. has eircled the earth once. The constant b and time constant

Besides being controlled by diffusion, the volcanic dust Tb an. determined in terms of getting the best fitting results
suffers the effects of many stochastic factors. The average with th" observations. They are about 0.027 and 210 days
results from these factors are assumed to make the distri- respectivlv. In Figure 2 the results simulated by equations
bution of the volcanic dust more smooth and symmetrical (5) and (6) are compared with the observations for El
which may :e approximately expressed by a normal distri- Chich6n.
bution. The coordinate in proportion to the area of the lati-
tude belt (the abscissa is sine of latitude: x = sin p, the THE RESULTS OF THE SENSITIVITY
global ii.tegral J,'dx is equal to the area-weighted sum of the EXPERIMENT
whole earth) is used. Based on diffusive transporto in latitude The sensitivity experiments using the model described
and exponential decay in time [Robock, 1981; King et al., above are designed to estimate the volcanic effect on surface
1984] we have: temperature. The volcanic sources are added to the climate

- 1 (x-x.) 2  model, already operating at different seasons (15 March, 15
Ar='r[- .exp (- - exp (-At 2 /Tb) (t>0)(5) June, 15 Sept., and 15 Dec.) and latitudes (every 10

A 21"a(A0 2ar2 (At degrees). The complfte results are given in another paper
[Pengqun, 1989]. Here only the results conce'rning high lat-

where xo = sin (p., is the volcanic latitude, '" and Tb &re itude regions are described, as follows.

745



0.6 in the model, such as the seasonal variation of solar radia-
tion and the changes of the thermal and optical properties of

/ ,-the surface resulting from the advance/retreat of the polar
0.5 / - ice. sheet, to affect the temperature field. Some feedback

/ 1 processes as showing in Figure 3 are then important in
! \determining the energy var;ation over high latitude regions.

0.4 - \ In the figure, a-b-c is the process for the surface temperature
change due to radiative effect. In summer, a-bl-c is the lead-
ing case and the temperature drops, while in winter, a-b2-c

0.3I \ is more important and the temperature increases. All these
1 ]n general processes over high latitude regions are affected by

feedback of c-d-e-c. The processes e-c are complicated, the
0.2 effects of el, e2, and e3 are variable at different sites and

.•'u_*, - , , times. The experiments show that the changes of ice/snow

0,. _1 • -.z_•,,0'e %. a, areas are mainly taking place at the edge of the ice sheet and
* -.. \are also correlated with seasonal changes of the edge. In

summer, the processes of a-bl-c bring about the temperature
0 . ,drop, the feedback of c-d-e2-c will be more important

-10*S 0 10 20 30 40 50 60ON because solar radiation is strong. That results in the strong
cooling in summer.

LATITUDE The results of the sensitivity experiment and the mech-
Figure 2. The latitudinal distribution of aerosol optical thickness aaism responsible for the temperature change over high lati-
two months (x's), four months (pluses) and nine months (boxes) tude regions described above may have great climatic
following the eruption of El Chic6n [after Shah et al., 1984]. The
results of the diffusion modal described in the text are indicated by importance. In the 1940s, Milankovitch advanced an astro-
lines A, B and C. nomical hypothesis for climate change [Watts, 19841. He

held that the depletion of solar radiation due to variations of
the parameters of earth's orbit leads to a cooling in summer

(A) There is almost no temperature change over high lati- in high latitude areas and then the melting process of the.
tude regions when the eruption occurs at low latitude. That polar ice is restrained. This is the mechanism that triggered
is more true in the Southern Hemisphere (SH). the ice age. We can gain a good deal of enlightenment from

(B) When the volcanic source is located at 250N, the high his hypothesis. The Milankovitch theory may also be used
latitude regions are effected. Especially in the Northern to explain the climate change for a shorter time, but the orbit
Hemisphere (NM), along with an increase of the eruption parameter change must be subvtituted by volcanic eruptions.
latitude, a cooling in summer is more clearly apparent in the It seems reasonable to supptx.. that when a high level of
high latitudes, volcanic activity is sustained over a long period of time, the

(C) When the volcanic source is located at high latitude, polar ice sheet will be advanced equatorward due to the con-
the situation is somewhat complicated. There are different tinuously cooling summers caused by volcanic eruptions.
cases for eruptions in NH or in SH. The biggest temperature The effect of warm winters is not important because it is
change appears when the volcanic source is located at 65*N
and the eruption is on 15 June. There are continuous colder yentered in polar areas which are covered by snow and ice
summers and warmer winters following the eruption over year-round. So the extent of the polar ice sheet will increase
the high latitude regions in NH. The amplitude of a decrease accompanied by the volcanic eruptions and the feedback of
in summer temperature is larger than that of an increase in snow/ice-albedo-temperature which will intensify as the

winter temperature. temperature drops.
(D) The volcanic eruptions in SH also give similar tem- The results of our computations of the c' ge in sirface

perature changes. But there is a larger area of increasing temperature suggest that the main driving I .- for climatic
temperature in winter in SH than that in NH and the area of change due to volcanic eruptions arises from the radiative
main temperature decrease appears in middle and lowcr lati- effects of volcanic aerosols on the energy balance of the
tude regions instead of in high latitude regions as is the case earth-atmosphere system. Besides the magnitude, the site
for the NH. and tine of a volcanic source are important for the sim-

ulated cases of these effects. Our models, of course, are too
DISCUSSIONS ON THE TEMPERATURE CHANGE simple in terms of including full physical processes to be

OVER HIGH LATITUDE REGIONS used for a thorough study of the problem. But it is clear
In the model, the temperature changes over high latitule from our study that the role of volcanic activity in causing

regions are decided by many factors. When the volcanic large climatic variation is coming into play from high lati-
source is added, it will act together with the internal factors tude areas.
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Figure 3. The energy change processes over high latitude regions in the model.
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p ABSTRACT
Polar-orbiting NOAA 10 and 11 weather satellites with their Advanced Very

High Resolution Radiometer (AVHRR) imaging sensors and the Landsat 4 and 5
satellites have provided over 30 images of the 1989/90 eruptions of Redoubt Vol-
cano. Between December 14 and April 21, about 20 major explosive eruptions
occurred with ash plumes rising to heights of 10 km or more, most of them pene-
trating the tropopause. The ash severely impacted domestic and international air
traffic in Alaska with a near disaster on December 15, 1989, when a KLM 747-400
jet aircraft with 247 people aboard intercepted an ash plume and temporarily lost all
four engines. Fortunatc:y, the engines were eventually restarted after several
attempts and the plane landed safely in Anchorage. We have used satellite and also
slow-scan television (TV) observatiors to study the dynamics and thermodynamics
of rising eruption plumes in order to better understand plume dispersal.

SATELLITE DATA these data with radiosonde measurements of atmospheric
We have used satellite imagery of eruption plumes to temperature versus altitude we could derive details of plume

map ash dispersal into the far field from the volcano. The top topography, important for the study the dynamics of
pervasive snow cover that existed near Redoubt Volcano plume rise and dispersion in the atmosphere.
from December 1989 to April 1990 preserved even micron- The infrared (IR) bands of the AVHRR of the NOAA 10
thin ash layers. For example, a NOAA 10 satellite image of and 11 satellites have proven especially useful to detect
April 21, 1990 shows three ash trajectories on the snow to eruptions at night or in overcast conditions, a common con-
distances of over 400 km from the vent. Dispersal areas for dition for the 1989/90 eruptive cycle of Redoubt Volcano,
these three plumes of Redoubt eruptions of March 23, April which occurred in mid-wirier. Even though the volcano was
12 and April 15 range from about 4000 to 21,000 km 2. A often not visible from tf ound, we could still track the
numerical simulation of the ash dispersal involving calcula- high altitude plumes abo: werzasts or at night, using the
tions of the 3-D windfield, 3-D diffusion, and gravitational IR channels.
fallout and satellite images of the ash dispersals suggest that
diffusion was not an important process. The ash on the snow SLOW-SCAN TELEVISION OBSERVATIONS
formed three narrow undispersed fallout patterns that looked Real-time slow-scan TV observations of volcanic erup-
like spokes radiating from the volcano, ions at Redoubt Volcano have also been most useful for

Satellite imagery of eruptive plumes was also used to supplementing the satellite observations for warnings to the
map radiometric plume top temperatures. By convolving public. On December 16, 1989, within 48 hoors of the first
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eruption of Redoubt's latest eruptive cycle, a slow-scan TV
camera was installed at Kasilof, 30 km east of the volcano
(Figure 1). Kasilof is the closes,. location with a view of r" '

Redoubt, AC power and an established microwave tele- 0 ° • A

communication link with the geophysical laboratory of the
Alaska Volcano Observatory (AVO) at the Geophysical M; Sp,, ,

Institute of the University of Alaska Fairbanks, 530 km C" 1K •r
from Kasilof.

On April 15, 1990 and April 21, 1990, two explosive Red.tobt V lfiC

eruptions occurred, lasting about 4 and 8 minutes respec- -.
tively, based on seisn'icit'f. On both occasions the erupted ec. Jltttn Volmo A SLOW SCAN Ty

material traveled as a pyroclastic flow down an ice canyon '• / ' . _
on the north flank of the volcano. Using slow-scan TV e
recordings of the eruption and the seismic record from both
near and far field stations, Wood and Kienle [19921 deduced M St. uw'.Z

that on each occasion, after a few minutes, the upper part of a £ '.

this pyroclastic flow became buoyant and a large, hot and '.:0 ._ A _A
dusty ash cloud rose from the flow. These theimals ,'A A &,- ,

ascended to a height of about 12 km, at which point they R"" ,3.•.M s,,

began to spread laterally, as umbrella clouds. Thus, initially
dome-shaped eruption plume tops collapsed to form top
hat-shaped plumes, as material surged radially outward at Figure 1. Ma of Cook Inlet, showing location of active or Hol-
the level of neutral buoyancy. ocene volcanoes (solid triangles), location of the three seis-

"TV monitoring of volcanic eruptions in Alasi. b ,1tra- mometers REF, RSO and RWS (near the Redoubt vent) and SPU
low light cameras is particularly useful during t&i . nter (far from vent), and also the locatiori of the slow-scan television
season when daylight drops to as little as 5 hours. U, were camera at Kasilof. The photographs shown in Figure 2 were taken
able to clearly observe eruptions at local midnight under at Kenai, 2u km north of Kasilof.
starlight conditions. For future monitoring, we plan to install
such TV systems on two other active volcanoes that lie near
Alaskan population centers in the Cook Inlet area, at Mt. model for the spreading of the unirlrella cloud as a gravity
Spurr and Mt. St. Augustine. current in a stratified environment.

Using these simple thermodynamic models, Wood and
RESULTS Kienle [1992] estimated that the clouds had a temperature in

Using predictions of a new model for the dynamics gov- the approximate range 600-700 X as they rose buoyantly
erning the ascent of coignimbnte thermals and comparing from the flow after entraining and heating ambient air and
them with the slow-scan TV observations of April 15, 1990, melting and vaporizing ice. They also estimated that in each
Wood and Kienle [1992] predict that the cl:had initially eruption approximately 109 kg of fine ash was injected into
ascended rather sluggishly, since it is only just buoyant on the atmosphere.
rising from the pyroclastic flow. However, as it ascends, it It is well known that fine volcawic ash and H2S0 4 drop-
entrains and heats up more air, and hence generates more lets in the stratosphere can affect climate for months, and
buoyancy. Therefore it accelerates upwards (this process is esin teastratospherepcan at clmt fm t and
called super-buoyant plume rise). Only much higher in th h even years, following eruptions that eject SO2 and fine ash
cloud does the velocity decrease again, as the thermal high into the stratosphere. Our studies help track particles in
energy of the plume becomes exhausted. The model also the troposphere and stratosphere and contribute to 'e under-
predicts that the height of rise of such coignimbrite thermals standing of the physics of their dispersal.
is a function of the initial mass and temperature of the KEY REFERENCE
cloud, but is almost independent of the initial velocity.

During the April 21 eruption, a sequence of photographs Woods, A. W., and J. Kienle, The dynamics r nd thermo-
recorded the lateral spreading of the umbrella cloud dtuing dynamics of volcanic clouds: Theory an& observations
an interval of about 10 minutes after the eruption (Figure 2). from the April 15 and April 21, 1990 eruptions of
Wood and Kienle [1992] analyzed these photographs and Redoubt Volcano, Alaska, Bull. of Volcanology (Redoubt
successfully compared the observed growth with a simple Volume), in press, 1992.
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Figure 2. Sequeirce of eight photograph showing the development of die unibrella cloud on April 21, 1990. These photographs were taken
by Mark and Audw~y Hrdgins from Keua at the times (in GMT) noted (subtract 10 hours to obtain local time). The bottom drawing shows
the growth of the plviv.- ane wrmbrella cloud based on thes4¶poraphs.
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$ ABSTRACT
Measurements were made of surface ozone, particulate bromine and organic gas-

eous bromine species at Barrow, Alaska during March and April 1989 with a view
to examining the causes of surface ozone destruction during the arctic spring. It was
found that dining major ozone depletion events (03 < 25 ppbv) concentrations of
particula,'e bromine and the organic brominated gases bromoforrr, and dibromo-
chloromethane were elevated. A fast production rate of particulate bromine was
shown by irradiating ambient nighttimc ir at Barrow in a chamber with actinic
radiation that simulated midday condiLions for that season and latitude. Such rapid
reactions are not in keeping with gas phase photolysis of brcmoform, but further
studies showed evidence for a substantial fraction of organic bromine in the par-
ticulate phase, thus heterogenous reactions may be important.

INTRODUCTION form in the Arctic (perhaps the highest atmospheric con-
It has been well documented that following first light in centrations measured anywhere in the w~rld to date), which

the Arctic, ozone concentrations measured at ground level declines in antiphase to increasing solar flux following polar
begin to exhibit large negative excursions from wintertime sunrise [Oltmans et al., 1989]. At the same time large quan-
maximum values [Barrie et al., 1988; Oltmans et al., 1989]. tities of filterable (presumably particulate) bromine are
Ozone levels can be reduced to effectiiely zero ".,ithin a formed, suggesting that some conversion process of bromo-
matter of hours. These destruction events occur mostly dur- form is indeed operating. Filterablc bi-omine levels (f-Br)
ing March and April and cease around May or June. Aircraft are observed to be strongly anticorrelated with ozone. The
measurements [Oltmans et al., 1989] have shown that the origin of the bromoform is thought to be biogenic, possibly
ozone loss occurs entirely below the low level inversion, from arctic ice microalgae [Sturges et al., 1991a].
which forms a temporary barrier to downmixing of ozone- In the second hypothesis [Finlayson-Pitts et al., 1990],
rich air. dinitrogen pentnxide reacts with sea salt particles, releasing

The cause of this ozone loss remains a mystery. There are nitryl bromide which then photolyses to bromine atoms.
currently two favored hypotheses, both of which rely on This hypothesis requires the presence of sea salt aerosols
monatomic bromine radicals attacking ozone, which can be transported from non-frozen oceans south of the ice mar-
simplified to: gins, and pollution-derived oxides of nitrogen. Indeed, both

Br + 03 -- BrO + 0 2  sea salt aerosol and long range transported pollution are at a
maximum in the late winter in the Arctic [Sturges and

The hypotheses differ in the origin of the bromine radicals. Barrie, 1988].
In the version put forward by Barrie et al. [1988], photolysis The measurement of the key nitrogen species required to
of bromoform gas (CHBr3) releases bromine radicals. This evaluate the dinitrogen pentoxide route to ozone loss was
is supported by the observation of high wintertime bromo- beyond the scope of this work: we focus here on an exam-
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ination of the plausibility of the bromoform photolysis flow rate was adjusted from 0.4 to 1.7 dm3 min-t to give dif-
mechanism. ferent residence times of the air in the chambers. A timer

was used to turn the lights and pump on only during the
METHODOLOGY hours of total darkness. Temperature in the chambers

Sample Collection and Analysis remained at a few degrees below room temperature (about

Measurements were made at the National Oceanic and 250C) in both the lit and unlit chambers. This may have

Atmosfheric Administration/Climate Monitoring and Diag- influenced the measured reaction rates. Experiments were

nostics Laboratory (NOAA/CMDL, formerly GMCC) back- conducted only when the air was from off the Arctic Ocean

ground monitoring slation at Point Barrow on the north s, that the key bromine species should be present, but not at

Alaskan coast, about 8 km from the village of Barrow. The times when ozone was already almost completely removed
"clean air sector" is normally defined as 5-130* but, since so as to prohibit further reactions.

combustion sources are the only likely influence on the
chemistry examined her', we have used less stringent limits RESULTS AND DISCUSSION
and instead defined a "local combustion sector" of 215-3200 Ambient Measurements
to include areas of habitation, power generation and waste The surface ozone record for the period during which air
burning, plus 200 either side of these sources. samples were collected is shown in the twp panel of Figure

Surface ozone measurements are made re ,iely at the 1. Day 70 corresponds to 11 March and day 100 to 10 April.
station by NOAA/CMDL using a Dasibi ultravic. -t monitor. Severai large negative excursions in ozone ,-na be seen. Five
Ozone data consisting of consecutive hourly average cort depletion "events" an. identified by the numbers 1-5. We
centrations were made available to us by CMDL, as were mi y consider that the high ozone concentration periods
meteorological data. (tfbeled A-C) represent the ozone concentration of a well-

Particulate bromine was collected on 90-mm-diameter, 1- mLxed lower troposphere at this time of year. It is then
pm pore Nuclepore "Filinert" PTFE membranes in open- apparent that ozone was depleted throughout most of the
face Teflon filter holders at flow rates of around 15 din3  study period, not only during the depletion events. The fig-
min-! over twelve hours, with changeover at around 10 a.m. ure also shows the times of potential impact of local com-
and 10 p.m. LST. Organic halogen gases were collected by
absorption onto Tenax GC chromatography absorbent in 4-
mm-ID glass tubes, with a fillei length of - rum. Two
tubes were placed in series to account for breakthrough. Par-
ticles were removed from the air wih a quartz filter in a 10- 50 A c3
mm fritted glass filter holder. Oxidarits, which may decom- 940
pose the collected hydrocarbons, were removed by passage K I
through a plug of ferrous sulfate ii, a 6-mm-ID PTFE tube. 03o
Parallel samples with and without the ferrous sulfate plugs 20 5
showed no consistent differences. Air was drawn through 0
these assemblies at approximately 200 cm-3 min-1. Sam- 1 to3
pling times were synchronized to the filter pack sampling. o2 - 00
The samples were returned frozen to the laboratory and C
stored at -200C. C

Filter samples were analyzed by neutron activation analy- 200
sis (NAA). Tenax tubes were thermally desorbed into a gas
chromatograph and organic halogenated species measured 0

with an electron capture detector. Details of both measure- 0-0

ment techniques are given in Sturges et al. [1991b]. .-.

,,.,20- -0 0
Photochemical Experiment Z_>IQ

A simple experiment was performed at the Barrow sta- I. m Night sample

tin to determine if filterable bromine formation could be E" W Day sample

induced in the ambient nighttime atmosphere by illumina- E IC
tion with long wavelength ultraviolet (actinic) light. /ir v..s "i 0

drawn in to the bui!ding through PTFE tubing. rhis air E
stream was split through two identical Pyrex glass tube M M J
chambers, 60 cm long and 5 cm ID with a 2-mm wall. One o7 80-r-- ..... 10
of the chambers was surrounded by four actinic fluorescent 70Day of ear (1989)
tube- (Phillips TI 30W 05 color) which have a spectral
emission distribution which approximates the actinic spec- Figure 1. Ozone, particulate bromine (f-Pr) and bromoform gas
triim of natural sunlight. The other chamber was blacked out measurements from 11 March to 10 April '.ST) 1989 at Barrow.
and acted as a control for the illuminated chambec reiults. Ozone depletion events are marked I - in the upper panel and

Both chambers were connected to filter packs of similar high ozone episodes A-C. The horizos% d bars in the upper panel
construction to those described above, but designed to indicate periods when the sampling site was impacted with pos-

sible combustion soutrce from the town of Barrow. Open symbols
accept 47-mm-diameter filters. Air was drawn through the in the lower two panels are sam ples collected from 10 axm.-10
chamber and filter pack systems with a small pump, whose p.m. L'T and filled symbols were collected 10 p.m.-10 am. LST.
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bustion sources. There is no consistent evidence for an gases track each other closely, but dibromochloromethane
impact of local sources on ozone measured at the station. corcentrations were about an order of magnitude lower. Six
Although there was flow from the town during depletion measurements of bromodichloromethane were in very close
events 1, 2,4 and 5, the air was from the clean sector during agreement with dibromochloromethane. It would appear !hat
event 3. We cannot rule out the possibility that local ozone all three bromine species have a common origin. Since there
production may have slightly compensated ozone loss on are virtually no known anthropogenic sources of these gases
some occasions, but overall we believe that local combus- we suspect that this source is biogenic. Similar correlations
tion plays a very minor role in determining ozone concentra- between gaseous organic bromine species have been
tions at Barrow. observed at Alert, NWT [Bottenheim et al., 1990]. Return-

In keeping with Barrie et al. [1988] we refer to bromine ing to Figure 1, bromoform appears to peak at around the
collected on the filters as "filterable bromine" (f-Br), which same time as f-Br, approximately coinciding with ozone
may include some adsorbed gaseous species such as HBr. depletion events 1 and 2. Again measurements are missing
The f-Br results are shown in the center panel of Figure 1. for the other ozone events.
The largest ozone depletion event (number 2) coincided
with the highest f-Br values. Event I also coincided with Photochemical Experiment at Barrow
high f-Br, but f-Br continued to decrease after ozone had Figure 3 shows the amount of f-Br formed in the lit
recovered, although ozone was still depleted relative to thewellmixd trposherc cocenratins urig ths tni. chamber in excess of that measured in the (dark) controlwell-mixed tropospheric concentrations during this unm'.
Unfortunately the second and third largest ozone depletion chamber. Chemical actinometry measurements of the actinicevents ( and 4) were not covered by air samples due to energy emitted from the fluorescent lights [G. S. Brown,adverse weather conditions prohibiting access to the station. University of Colorado, personal communication] were sim-However there is evidence that f-Br was rising as event 3 ilar to computed total actinic irradiance figures provided byHovern td elr e i s evate aent 4 was ending. After event 3 J. Frederick of the University of Chicago [personal com-began and w as elevasue s end ine Afterent 5 munication] using a clear sky model [Frederick et al., 1989]
f-Br dropped to near zero values, and ozone recovered to the for noon at Barrow on 6 April (53 and 79 J s-1 in- 2 respec-
highest concentrations observed during the study period.
This coincided with a vigorous North Pacific airstream, tively). The UV cutoff of the Pyrex chambers is 310 nm,
whereas all the air masses throughout the rest of the period very close to that computed for ambient solar irradiation
originated in the Arctic (as determined from 5-day back air flux at Barrow (approximately 305 nm).
mass trajectories [J. M. Harris, NOAA, personal com- There appears to be a remarkably good correlation
munication]). It therefore appears that all of the f-Br con- between f-Br formed and the length of irradiation: the cor-
centrations in arctic air were elevated relative to North relation coefficient r is 0.89. The gradient of the line implies
Pacific air. a rate of formation of f-Br of 7.85 ng Br m-3 rain-1, i.e., it

Bromoform concentrations are plotted in the lower panel would take just 34 minutes to form the highest ambient f-Br
of Figure 1. For clarity these data have been replotted in
Figure 2 to show the relationship with dibromo-
chloromethane. The trends in concentrations of the two
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0 Figure 3. Results of the photochemistry experiment at Barrow.
70 80 90 100 The amount of f-Br formed in the illuminated chamber is shown

Day of Year (1989) after subtracting the amount in the control (dark) chamber. The
error bars are analytical uncertainty (1 sigma). Residence time is

Figure 2. Organic bromine gases measured at Barrow (pptv). Open the average time the air spends in the chamber. The data point
symbols are samples collected from 10 a.m.-IO p.m. LST and labels refer to the start day number of the night that the experiment
filled symbols were collected 10 pin..1-10 am. LST. was conducted.
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concentration of 267 ng m-3 recorded in this study. Subse-
quent analysis of ambient bromoform samples collected at__,_._,
the time of the photochemical experiments (days 79 and 89-
92) showed relatively low levels (1-4 pptv) (Figure 1). We 40 • NAA
might expect higher rates of formation during peak bromo- Goeoe IC
form periods.

Some preliminary studies at Barrow in 1990 [unpublished
data] have shov- that ozone in sinilar illuminated cham- 30
bers, under static conditions, was depleted from ambient
concentrations of around 20 ppbv to zero within 30 min.
More work is needed to confirm these findings, but the evi-
dence is at least highly suggestive of the existence of fast C20
reactions that both deplete ozone and form particulate
bromine.

One further caveat is that, although wall losses are not a S

concern, since these are accounted for by comparison with 0 10
the control chamber, wall reactions are a potential influence m
and could conceivably have speeded reactions. Our attempts
to deactivate the glass walls with fluorocarbon wax, PTFE
sprays, and so on, all caused unacceptable attenuation of the o
actinic light. 85 90 95 100

Day of Year (1989)
Comparison of Total Particulate Bromine

with Bromide Ion Figure 4. Comparison of total elemental bromine measured on
If, as suggested above, f-Br originates from the photoly- PTFE filters by NAA with bromide ion extracted from Nucleporefilters and measured by IC. Open symbols are day samples, filled

sis of bromoform, then the apparent speed of the reaction symbols are night ssmples.
reported here is in serious disagreement with the only labor-
atory measurement of the UV cross section of bromoform
reported to date [Barrie et al., 1988]. The same authors mod- SUMMARY AND CONCLUSIONS
eled the bromine-ozone chemistry in the Arctic and The following tentative conclusions can be drawn from
deduced that it would take on the order of weeks to produce this study:
the pronounced ozone loss observed if gas phase photolysis (1) Dramatic surface ozone destraction events at Barrow
is the primary source of bromine radicals. in the spring are accompanied by elevated levels of filter-

Can the two sets of observations be reconciled? One clue inte bring are accomp anie byoleae les o -
to a possible explanation comes from a comparison of our
NAA measurements of particulate bromine (a measure of form and dibromochloromethane. The correlation between
the total elemental bromine) with results from a parallel the two later compounds, which have no known anthropo-
study [S. M. Li, Environment Canada, unpublished data] in genic sources in the arctic atmosphere, suggests a common
which particulate samples collected on 47-mm, 0.45-mun source (which we believe to be from marine biota).
pore size Nuclepore filters were extracted in deionized (2) Photochemical experiments showed a rapid formation
water and the bromide ion in solution determined by ion potential for f-Br in the arctic spring atmosphere: suffi-
chromatography (IC). The results are shown in Figure 4. ciently fast to account for observed ambient f-Br concentra-
Total bromine was higher than bromide ion in every case, an tions on the order of minutes.
effect also reported in an entirely separate study [Sturges (3) If bromoform is the precursor to ozone loss and f-Br
and Barrie, 1988]. This indicates that some of the bromine formation then the problem remains that simple gas phase
in the particulate phase did not form bromide ions when photolysis is evidently too slow to account for the appar-
placed in water, obvious candidates are organic bromine
compounds such as bromoform. What is particularly notice- ently fast reactions. However, we have shown evidence that
able is that the discrepancy is greater at night, and the diur- organic bromines may exist in the particulate phase and take
nal cycle of bromide ion is much more pronounced than that part in unknown photolytic processes resulting in the
of total elemental bromine. This suggests the rapid conver- observed conversion to inorganic bromide ions during the
sion of organic bromine to inorganic bromide ion within daytime. Considemtiop of possible heterogenous processes
particles during daylight. A reverse reaction to non-ionic should be given to future modeling and field efforts.
bromine at night is highly unlikely; some replenishment
from marine sources must be invoked to explain this. A pos- ACKNOWLEDGMENTS
sible source of such bromine-enriched particles may be acknowledg MeNtS
marine aerosols which, during the process of generation by Counc ckWewls tha soAC o r permision to
bubble-bursting, entrain substantial amounts of the sea sur- Council. We also thank NOAA-CMDL for permission to
face microlayer. an organic-rich layer in which many com- use the Barrow observatory and also for ozone and meteor-
pounds and elements are greatly enriched [Duce and ological data; the Barrow observatory staff; and the North
Hoffman, 1976]. Slope Borough Department of Wildlife Management.
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PANEL DISCUSSIONS:
SUMMARY AND RECOMMENDATIONS

Or. he final day of the conference three panels met to discuss problems and priorities in polar research.

Panel 1 (chaired by Luis Proenza), dealing with research coordination, identified the follcwing top
priorities: better international cooperation involving scientists from all countries with polar interests;
establishment of joint observational systems and networks, including satellites and long-term monitoring
sites; information exchange through a common clearinghouse; addressing education and manpower needs;
and closer ties between arctic and antarctic researchers.

Panel 2 (chaired by Oran Young), addressing societal problems of global change, recommended the estab-
lishment of an international program of social sciences in global change; a reexamination of the scenarios of
c!*..:ate change in the polar regions, as they affect social change; the inclusion of social scientists to a greater
extent in future global change planning efforts; and the development of suitable curricula on global change at
all educational levels.

Panel 3 (chaired by Douglas Posson), addressing polar data and information problems, recommended the
establishment of a well-organized polar data directory building on present efforts of all the countries; free
exchange of data with other countries having polar data sets; use of improved technologies, e. g., CD-ROM;
retrieval of endangered data sets of retiring scientists through funding to the latter, perhaps through sabbatical
leaves: and improving the quality of data sets.

Specific recommendations were made as follows:

Panel 1:

(1) Develop Arctic-wide observational systems and networks which can guarantee the availability of long-
term data sets.

(2) Foster international cooperation.

(a) Find mechanisms to ensure that cooperation is sufficiently inclusive of interested scientists
throughout the world. It was recognized that polar science efforts exist within a highly distributed
system of resources across nations and within nations. Neither countries nor scientists should be
excluded.

(b) Develop a truly bi-polar approach to science to facilitate coordination of appropriate problems, com-
parison of contrasts between the two polar regions, and integration of resources.

(c) Integrate and coordinate logistical resources to create a visible polar research system that is larger
than the sum of the parts. This includes joint planning for the next generation of polar research
platforms.

(d) Combine informational resources, and create an international information clearinghouse, or interna-
tional data directories.

(e) Focus attention on educational issues to ensure the development of a new cadre of polar scientists,
and the development of a new academic curriculum of global change.

(f) Erase disciplinary lines and develop mechanisms to move students and scientists across national,
institutional, and disciplinary boundaries.

(3) Develop a set of new "tools" essentizi to the scale of global change problems. This included satellites,
ground-truth observatories and automated stations, and numerical models.
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(4) Keep the research priorities on polar problems in global change flexible to allow new avenues of research

to be pursued as we learn about the earth system (e.g., antarctic ozone hole).

(5) Organize an International Polar Year some time in the future.

Footnote: Several panelists stressed the need to be comprehensive when dealing with the topic of globai
change, not overlooking the need for social science research, nor forgetting that the upper atmosphere is part
of the earth system. Some felt strongly, and the audience agreed, that there is too much emphasis on planning
and reports and that we need more time for actual science. Linkages between scientists and policy makers was
seen as a difficult area that needed attention. One opinion was that two "conceptual revolutions" were
underway and converging--one dealing with the emerging science of global change, the other a bureaucratic
revolution by which agency "cross-cuts" are beginning to enable agencies and budget offices to work together
on large and complex program elements.

(Editor's Note: International mechanisms for global change research coordination in the polar regions are
beginning to emerge for both the Antarctic and the Arctic. In the Antarctic, SCAR, the Scientific Commihtee
on Antarctic Research, has established a global change committee and is in the process of defining a regional
program for Antarctica. In the Arctic, IASC, the newly formed (1990) International Arctic Science Committee
is pursuing a similar course).

Panel 2:

(1) Structure future conferences and discussions of the role of the polar regions in global change deliberately
to improve communications between scientists and policy makers at all levels, including those in grass-
roots organizations.

(2) Establish an international program of joint collaborative studies on the social impacts of global change in
the polar regions, and on the role of the polar regions in shaping human responses to global change.

(3) Organize future discussions of the role of the polar regions in global change around cross-cutting themes
(for example, indicators of global change, feedback mechanisms, etc.) rather than conventional disci-
plinary categories, to enhance interactions among physical scientists, life scientists, and social scientists.

(4) Modify the curricula of schools at all levels to incorporate concepts, tools, and analytical skills relevant to
understanding the earth as an interactive system, and to increase understanding of the interactions
between physical, biological, and social phenomena.

(5) Critically reexamine models and scenarios of future climate changes in the polar regions, in order to be
able to assess realistically the likely consequences to humans.

Panel 3:

(1) Establish a well-supported polar data directory (or directories) linked with global change directories,
which will be the main source for information on the polar regions.

(2) Initiate a data set cataloging process that will identify endangered data and information (e.g., retiring
,cientists' data). This could be done through sabbatical leave programs or through other formal links to

the library community.

(3) Ask agencies giving grants and contracts to scientists to request a plan on data disposition as part of the

grant or contract.

(4) Build on successes (e.g., the Canadian ocean data) to improve the quality of data set documentation.

(5) Increase data managers' participation in conferences, interaction between scientists and data managers,
and user feedback.
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(6) Publicize information about data sets and investigate innovative methods to distribute data and metadata

(e.g., digital data serial publications).

(7) Prepare selected polar area CD-ROlAs with actual data.

(8) Seek opportunities for programmatic exchanges of data and information with other nations working in
the Arctic (particularly USSR, Canada, etc.).

(9) Insist on citations and connecting names of the original data collector with any data set, as a recognition
of the work done.

(10) Define the types and quantities of numerical model data input and output that the data systems must orga-

nize, document, and preserve.
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Photo Captions.

1. Prof. Garth Paltridge from the Urdversity of Tasmania sent 11 Australian graduate students to the con-
ference, shown here with Cindy Witoon (second from left, front row), chair of the local organizing
committee.

2. Baerbel Lucchitta of the USGS explains her poster to Juergen Kienle of the University of Alaska
Fairbanks.

3. Two wise old polar hands, Joe Fletcher of Fletcher's Ice Island fame, and Ned Ortenso, both from

NOAA, talk with Gunter Weller during the riverboat cruise 3n the Tanana River.

4. Doug Posson (USGS) chairs the panf,! -in polar data and information.

5. Prof. Juan Roederer, chairmaa of the U.S. Arctic Research Commission, and Prof. 7 Borisenkov of
the Main Geophysical Observatory in Leningrad renew their acquaintance.

6. Victor Romano-'sky, i permafrost researci..r from Moscow State Univer. Iy, with an unidentified
friend.

7. Prof. V. M. Kot'. +ov fr ni Moscow talks with Gunter Weller, the conference chairman, during the
opening recepti -

8. "Fritz" Koemer o. Get,loAgic, S , ,ty of Canada comments on the poster of Jesse Ford (back to
the camera) while :...ai Bar.:.-; %A0 iii.c ,r particip,.t look on.

763



ADDRESSES OF PRIMARY AUTHORS
(For countries other than the U.S. and Canada, country codes are in parentheses before telephone numbers)

Aagard, K. Barrie, L. A.
NOAA/PMEL Atmospheric Environment Service
7600 Sand Point Way N.E. 4905 Dufferin Street
Seattle, Washington 98115-0070, U.S.A. North York, On'irio M3H 5T4, Canada
Phone 206-526-6806 Phone 416-739-4.R68; Fax 416-739-4224
GTE Telemail: KLAagard Begi, James E.

Adamenko, V. N. (SEE Kondratyev) Dept. Geology and Geophysics
University of Alaska Fairbanks

Alekseyev, G. V. Fairbanks, Alaska 99775-9760, U.S.A.
The Arctic and Antarctic Reseatch Institute Phone 907-474-7565
Department of Ocean/Atmosphere Interaction
Leningrad, U.S.S.R. Belchansky, G. 1.

Institute of Evolutionary Animsi Ecology and Morphology
Anderson, J. H. U.S.S.R. Ac•Aemy of Science;
Institute of Arctic Biology Lenin Avewie, 33
University of Alaska Fairbanks Moscow 117071, U.S.S.R.
Fairbanks, Alaska 99775-0180, U.S.A.
Phone 907-474-7640 Bentley, C. R.

Geophysical 'nd Polar Research Center
Anderson, L. G. Department of Geology and Geophysics
Department of Analytical and Marine Chemistry University of Wisconsin-Madison
University of Goteborg Madison, WI 53706-1692, U.S.A.
and Chalmers University of Technology .- rp ' ,. 601. 262-1921; Fax 608-262-0693
S-412 96 Goteborg, Sweden
Omnet: LAnderson.Goteborg Berkman, Paul Arthur

Byrd Polar Research Center
Anderson, P.M. The Ohio State University
Quaternary Research Center AK.60 103 Mendenhall Laboratory
University of Washington Columbus, Chio 43210-1308, U.S.A.
Seattle, Washington 98195, U.S.A. Phone 614-292-6639; Fax 614-292-4697
Phone 206-543-0570

Bessis, Jean-Luc
Anikie,,, V. V. Service Argos, Inc.
Pacific Oceanological Insdtute 1801 McCormick Dr., Suite #10
Far East Branch of the U.S.S.R. Academy of Sciences Landover, Muryland 20785, U.S.A.
7 Radio St. Phone 301-925-4411; Fax 301-925-8995
Vladivostok 590032, U.S.S.R. Telemail: A. SHAW/CCI

Anisimov, 0. A. (SEE Nelson) Bigelow, N. H.
Dept. of Anthropology

Barker, P. F. University of Alaska Fairbanks
British Antarctic Survey Fairbanks, Alaska 99775-0160, U.S.A.
High Cross Phone 907-474-6756
Madingley Roz.
Cambridge, England CB3 OFe Blanchet, J.-P.
Phone (44) 223-61188; Fax (44) 223-62616 Canadian Climate Centre/CCRN

4905 Dufferin St.
Antonov-Druzhinin, V. P. Downsview, Ontario M3H 5T4, Canada
Laboratory of the Geotechnical Systems of the Cold Regions Phone 416-739-4414; Fax 416-739-4521
Monitoring Trust
626718, Novy Urengoy, 3-56-60, U.S.S.R. B6cher, J.

Zoological Museum, University of Copenhagen
Baranova, N. A. Universitetsparken 15
Department of Geocryology, Geological Faculty DK 2100 Copenhagen, Denmark
Moscow University Phone (45)31354111
Moscow 119899, U.S.S.R.

B61iter, M.
Barnett, B. Institute for Polar Ecology
Water Research Center Uni- ersity of Kiel
University of Alaska Fairbanks Olshausenstr. 40
Fairbanks, Alaska 99775-1760, U.S.A. D-2300 Kiel 1, Germany
Phone 907-474-7115 Phone (49) 431-880-4561; Fax (49) 431-880-4284

Bar'era Bonan, Gordon B.
Department of Geological Sciences National Center for Atmospheric Research
1006 C. C. Little Building, The University of Michigan P.O. Box 3000
Ann Arbor, Michigan 48109-1063, U.S.A. Boulder, Colorado 80307, U.S.A.
Phone 313-764-1435; Fax 313-763-4690 Phone 303-497-1000; Fax 303-497-1137

765



Borlsenkov, E. P. Collett, T. S.
Main Geophysical Observatory U.S. Geological Survey
Kaarbysheva Street, 7 345 Middilefield Road, MS 999
Leningrad 194018, U.S.S.R. Menlo Park, California 94025, U.S.A.
Phone (812) 247-01-03 Phone 415-354-3009

Bowling, S. A. Colony, R.Alaska Climate Research Center, Geophysical Institute Polar Science CR. , University of Washington
University of Alaska Fairbanks Seattle, Washington 98105, U.S.A.
Fairbanks, Alaska 99775-0800, U.S.A. Phone 206-543-6615
Phone 907-474-7456; Fax 907-474-7290 Telemail: polar science

Breitenberger, E. Crame, J. A.
Geophysical Institute British Antarctic Survey
University of Alaska Fairbanks Hi Cros
Fairbanks, Alaska 99775-0800, U.S.A. MaHingley Road
Phone 907-474-73W;, Fax 907-474-7290 Cambridge CB3 OET, United Kingdom

Phone (44) 223-61188; Fax (44) 223-62616Brigham-Grette, Julie
Departrment of Geology & Geography Dean, K. G.
University of Massachusetts Geophysical Institute
Amherst, Massachusetts 01003-0026, U.S.A. Universitc of Alaska Fairbanks
Phone 413-545-4840, Fax 413-545-1200 Fairbanks, Alaska 99775-0800, U.S.A.
E-Mail: Brigham-Grette@GeolGeog.JMass.EDU Phone 907-474-7364; Fax 907-474-5195

Bromwich, D. H. DjupstrHom, M. (SEE Pacyna)
Byrd Polar Research Center
The Ohio State University Domack, E. W.
Columbus, Ohio 43210, U.S.A. Geology Department
Phone 614-292-6531; Fax 614-292-4697 Hamilton College
Omnet: Byrd.Polar Clinton, New York 13323, U.S.A.

Phone 315-859-4711
Brugman, Melinda M.

National Hydrology Research Institute, Environment Canada Doronin, N. Yu.
11 Innovation Blvd. Arctic and Antarctic Research Institute
Saskatoon, Saskatchewan, S7N 3H5 Canada Leningrad, U.S.S.R
Phone 306-975-5143

Droessler, Terry D.
Budd, W. F. ManTech Environmental Technology, Inc.
Department of Meteorology US EPA Environmental Research Lab
University of Melbourne 200 SW 35th St.
Parkville, Victoria 3052, Australia Corvallis, Oregon 97333, U.S.A.
Phone (61) 3-344-6912 Fax (61) 3-347-2091 Phone 503-757-4664; Fax 503-757-4799

Calkin, Parker E. Eastland, Warren G.
Department of Geology Institute of Arctic Biology
University at Buffalo University of Alaska Fairbanks
415 Fronczak Hall Fairbanks, Alaska 99775-0180, U.S.A.
Buffalo, New York 14260, U.S.A. Phone 907-474-7028
Phone 716-636-6100; Fax 716-636-3999

Edwards, M. E.
Carter, L. D. Department of Geology and Geophysics
U.S. Geological Survey University of Alaska Fairbanks
4200 University Drive Fairbanks, Alaska 99775-0760, U.S.A.
Anchorage, Alaska 99508-4667, U.S.A. Phone 907-474-5014
Phone 907-786-7441

Cheng Guodong Elliot, D. H. (SEE Bromwich)

Lanzhou Institute of Glaciology and Geocryology Ferrigno, J. G
Academia Sinica U.S. Geological Survey
Lanzhou 730000, Peoples Republic of China Reston, Virginia 22092, U.S.A.

Phone 703-648-6360
Clew, G. D.
U.S. Geological Survey Fletcher, J. 0.
345 Middlefield Rd., MS 946 NOAA Environmental Research Laboratories
Menlo Park, California 94025, U.S.A. Boulder, Colorado 80303-3228, U.S.A.
Phone415-329-5179 Telemail: J.Pletcber

Cohen, S. J. Ford, Jesse
Canadian Climate Centre NCASL C/o U.S. EPA Environmental Research Laboratory
Atmosph6ric Environment Service 200 SW 35th St.
4905 Dufferin St. Corvallis, Oregon 97333, U.S.A.
Downsview, Ontario M3H 5T4, Canada ovne 503-753-6221; Fax 503-757-4335
Phone 416-739-4389; Fax 416-739-4521

766



Furmanczyk, K. (SEE Prajs) Higuchi, Kaz
Climate Diagnostic Research Group

Garagula, L. S. Atmospheric Environment Service
Department of Geocryology, Faculty of Geology 4905 Dufferin St.
Moscow State University Downsview, Ontario M3H 5T4, Canada
Moscow, 119899, U.S.S.R. Phone 416-739-,452; Fax 416-739-5704
Phone (7) 939-1459 Hinzman, Larry D.

George, Tom Water Research Center
Alaska SAR Facility, Geophysical Institute University of Alaska Fairbanks
University of Alaska Fairbanks Fairbanks, Alaska 99775, U.S.A.
Fairbanks, Alaska 99775-0800, U.S.A. Phone 907-474-7331
Phone 907-474-7621; Fax 907-474-5195
Omnet: T.George Hobble, J. E.

The 'cosystems Center
Gloersen, Per Marine Biological Laboratory
Laboratory for Oceans, Code 971 Woods Hole, Massachusetts 02543, U.S.A.
NASA Goddard Space Flight Center Phone 508-548-3705; 508-457-1548
Greenbelt, Maryland 20771, U.S.A. Omnet: J.Hobbie
Phone 301-286-6362; Fax 301-2,86-2717
Onmet: P.Gloersen Hogan, A.

Atmospheric Research, Geochemical Sciences Branch
Gordon, Arnold L. U.S.A. CRREL
Lamont-Doherty Geological Observatory 72 Lyme Rd.
Palisades, New York 10964, U.S.A. Hanover, New Hampshire 03755-1290, U.S.A.
Phone 914-359-2900, ext. 325; Fax 914-365-0718 Phone 603-646-4364; Fax 603-646-4644
Omnet: A.Gordon Telemail: A. Hogan

Graumlich, Lisa J. Holt, Benjamin
Laboratory of Tree-Ring Research Jet Propulsion Laboratory
University of Arizona, Bldg. #58 California Institute of Tecinology, MS 300-323
Tucson, Arizona, 85721 U.S.A. Pasadena, California 91109, U.S.A.
Phone 602-621-6469; Fax 602-621-8229 Phone 818-354-5473; Fax 818-393-6720

UN:BHOLT, SITE'NASAMAIL
Groves, J. E.
Geophysical Institute Hunkins, Kenneth
University of Alpska Fairbanks Lamont-Doherty Geological Observatory
Fairbanks, Alaska 99775.0800, U.S.A. Palisades, New York 10964, U.S.A.
Phone 907-474-7870; Fax 907-474-5195 Phone 914-359-2900, ext. 383

Hakkinen, S. Hus, L.
Princeton University Department of Remote Sensing and Marine Cartography
P.O. Box CN 710 University of Sczcecin
Princeton, New Jersey 08544-0710, U.S.A. 71-412 Sczcecin, Felczaka 3A, Poland
Phone 609-258-1317 Telemail: L.Hus

Harrison, W. D. lwasaka, Y.
Geophysical Institute Research lIstitute of Atmospherics
University of Alaska Fairbanks Nagoya Un iersity
Fairbanks, Alaska 99775-0800, U.S.A. Honohara. oyokawa 442, Japan
Phone 907-474-7706; Fax 907-474-7290 Phone (81) 5338-6-3154; Fax (81) 5338-5-0811

Harritt, R. K. Jacka, T. H.
U.S. National Park Service, Alaska Region Australian Antarctic Division
2525 Gambell St., Rm. 106 Channel Highway
Anchorage, Alaska 99503-2892, U.S.A. Kingston, Tasmania 7050, Australia
Phone 907-257-2,546 Phone (61) 2-29-0209; Fax (61) 2-29-3335

Hempel, G. Jacoby, G. C.
Alfred Wegener Institute for Polar and Marine Research Tree-Ring Laboratory
P.O. Box 12 61 Lamont-Doherty Geological Observatory
D-2850 Bremerhaven, Germany Palisades, New York 10964, U.S.A.
Phone (49) 471-4831-100;, Fax (49)471-4831-149 Phone 914-359-2900; Fax 914-365-3046
Telemail: Alfred.Wegener Onuiet: GJacoby

E-TeeU: druid@ELAMONT.LDGO.COLUMBIA.EDU

Herbert, Gary
Climate Monitoring and Diagnostics Laboratory Jaffe, D. A.
Environmental Research Laboratories, NOAA Geophysical Institute and Department of Chemistry
325 Broadway Universicy of Alaska Fairbanks
Boulder, Colorado 80303-3328, U.S.A. Fairbanks, Alaska 99775-0800, U.S.A.
Phone 303-497-6842; Fax 303-497-6290 Phone 907-474-76010; Fax 907-474-7290

Bitnet: FFDAJ@J.ALSKA

767



Jakobsen, BJarne Holm Kienle, Juergen
Institute of Geography Geophysical Institute
University of Copenhagen University of Alaska Fairbanks
Oster Voldg ad 10 Fairbanks, Alaska 99775-0800, U.S.A.
DK-1350 Copenhage K, Denmark Phone 907-474-7467; Fax 907-474-7290
Phone (45)33 132105; Fax (45) 33 148105

King, R. H.
Jeffries, Martin 0. Department of Geography
Geophysical Institute Univer.5ity of Western Ontario
University of Alaska Fairbanks London, Ontario N6G 1T4, Canada
Fairbanks, Alaska 99775-0800, U.S.A. Phone 519-679-2111, ext. 5006; Fax 519-661-3868
Phone 907-474-5257; Fax 907-474-5195 E-mail: King@VaxR.sscLuwo.ca

Jenne, Roy L. Kirts, Carla A.
Scientific Computing Division, Data Support Section School of Agriculture anid Land Resources Management
National Center for Atmospheric Research 301 O'Neill Resources Building
P.O. Box 3000 University of Alaska Fairbanks
Boulder, Colorado 80307, U.S.A. Fairbanks, Alaska 99775-0100, U.S.A.
Phone 303-497-1215; Fax 303.497-1137 Phone 907.474-7471; Fax 907-474-7439
Omnet: r.jenne

Kodama, K.
Jezek, Kenneth C. Institute of Low Temperature Science
Byrd Polar Research Center Hokkaido University
The Ohio State Universiy Sapporo 060, Japan
Columbus, Ohio 43210, U.S.A. Phone (81) 11-716-2111
Phone 614-292-6531
Omnet: KJezek Koerner, R. M.

Terrain Sciences Division
Jones, E. Peter Geological Survey of Canada
Department of Fisheries and Oceans 601 Booth St.
Bedford Institute of Oceano3raphy Ottawa, Ontarik KIA 0E8, Canada
P.O. Box 1006 Phone 613-996-7623 ; Fax 613-996-9990
Dtmomih, Nova Scotia B2Y 4A2, Canada
Phone 902-426-3869 Kolchugina, T. P.

Department of Geocryology, Faculty of Geology
Jones, John E. Moscow State University
U.S. Geological Survey Moscow, 119899, U.S.S.R.
521 National Center Phone (7) 939-2961; Fax (7) 939-0126
Reston, Virginia 22092, U.S.A.
Phone 703-648-4138; Fax 703-648-5585 Kon--atyev, K. Ya.

Institute for Lake Research
Juday, G.P. U.S.S.R. Academy of Science
School of Agriculture and Land Resources Management Sevastyanov str., 9
University of Alaska Fairbanks 196199 Leningrad, U.S.S.R.
Fairbanks, Alaska 99775, U.S.A. Phone (812) 231-77-73
Phone 907-474-6717

K6nig-Langlo, G.
Judge, Alan Alfred-Wegener-Institute
Terrain Sciences Division Columbustrasse
Geological Survey of Canada 2850 Bremerhaven, Germany
601 Booth St. Fax (49) 471-4831149
Ottawa, Ontario KIA 0E8, Canada
Phone 613-996-9323; Fax 613-992-2468 Koty, Akov, Vlad';.ir M.

Institute of Geography
Kahl, Jonathan D. U.S.S.R. Academy of Sciences
Department of Geosciences Staromonemy Per. 29University of Wisconsin-Milwaukee 109017 Moscow, U.S.S.R.
Milwaukee, Wisconsin 53201, U.S.A. Phone (7) 238-86-10
Phone 414-229-4561

Kubisch, M.
Kanzawa, H. GEOMAR, Ronearch Center for Marine Geosciences
National Institute of Polar Research Wischhofstr. 1-3
I-9-1 'n, " ,Itabashi-ku D-2300 Kiel, Germany
Tokyo 2 , Japan Phone (49) 431-7297191; Fax (49) 431-725650
none,...) 3-9624611; Fax (81) 3-962-2529
Telemail: C32581@JPNKLUDPC.BITNET Kvenvolden, Keith A.

U.S. Geological Survey
Karakiu, V. P. 345 Middlefied Rd., 999
Pacific Geography Institute Menlo Park, California 94025, U.S.A.
Far East Division of the U.S.S.R. Academy of Sciences Phone 415-354-3213; Fax 415-354-3191
7 Radio St.
Vladivostok 690032, U.S.S.R.

768



Lal, M. Marchant, Harvey J.
Centre for Atmospheric Sciences Australian Antarctic Division
Indian Institute of Technology Channel Highway
New Delhi 110 016, India Kingston, Tasmania 7050, Australia
Phone (91) 656197 Phone (61) 2-32-3209; Fax (61) 2-32-3351

Lange, M.A. Martinson, Douglas G.
Alfred-Wegener-Institute for Polar- and Marine Research Lamont-Doherty Geological Observatory
Postfach 12 01 61 Palisades, New York 10964, U.S.A.
Columbusstrasse Phone 914-359-2900; Fax 914-365-0718
D-2850 Bremerhaven, Germany Omnet: D.Martison
Phone (49) 471-4831-217/349; (49) 471-4831-149 Internet: dgm@lamonLcolumbia.edu

Ledley, Tamara Shapiro Mason, Owen K.
Department of Space Physics and Astronomy Alaska Quaternary Center
Rice University University of Alaska Fairbanks
P.O. Box 189? Fairbanks, Alaska 99775, U.S.A.
Houston, Texas 77251, U.S.A. Phone 907-474-6293
Phone 713-527-8101, ext. 3594; Fax 713-285-5143
E-mail: Internet: LEDLEY@SPACVAX.RICE.EDU Milkovich, Mary F.

Institate of Marine Science
Letriguilly, A. University of Alaska Fairbanks
Alfred Wegener Institute for Polar and Marine Research Fairbanks, Alaska 99775-1080, U.S.A.
Columbusstrasse Phone 907-474-7931
D-2850 Bremerhaven, Germany
Phone (49) 471.4831-194; Fax (49) 471-4831-149 Mokhov, I. I.

Institute of Atmospheric Physics
Lingle, Craig S. 3, Pyzhevsky
Geophysical Institute Academy of Sciences of the U.S.S.R.
University of Alaska Fairbanks Moscow 109 017, U.S.S.R.
Fairbanks, Alaska 99775-0900, U.S.A. Phone (7) 231-64-53; Fax (7) 200-22-16, 200-22-17
Phone 907-474-7679; Fax 907-474-5195 Molnia, Bruce F.
Livingston, Gerald P. U.S. Geological Survey
TGS Technology, Inc., NASA Ames Research Center 917 National Center
Earth Systems Science Division, SGE:239-20 Reston, Virginia 22092, U.S.A.
Moffett Field, California 94035-1000, U.S.A. Phone 703-648-4120
Phone 415-604-3232: Fax 415-604-3954

Mosley.Thompton, Ellen
Lorius, C. Byrd Polar Research Center
Laboratoire de Glaciologie et G6ophysique de The Ohio State University
lEnvironnwement 103 Mendenhall Laboratory
B.P. 96 Columbuts, Ohio 43210-1308, U.S.A.
38402 St Martin d'Hbres cedex, France Phone 614-292-6531; Fax 614-292-4697
Phone (33) 76 82 42 00; Fax (33) 76 82 42 01 Omnet: E.Moslcy.Thompson

Lucchitta, B. K. Mudle, P. J.
U.S. Geological Survey Geological Survey Canada, Atlantic Geoscience Centre
2255 North Gemini Dr. Box 1006
Flagstaff, Arizona 86001, U.S.A. Dartmouth, Nova Scotia B2Y 4A2, Canada
Phone 602-527-7176 Phone 902-426-8720; Fax 902-4264104

McKendrick, J. D. Mysak, L. A.
School of Agriculture and Land Resources Managemeit Centre for Climate and Global Change Research
Agriculture and Forestry Experiment Station and Dept. of Meteorology
University of Alaska Fairbanks McGill Univ.
533 East Fireweed 805 Sherbrooke St. W.
Palmer, Alaska 99645, U.S.A. Montreal, P.Q. H3A 2K6, Canada
Phone 907-745-3257 Phone 514-398-3759; Fax 514-398-6115

McLaren, A. S. Naborov, I. V.
University of Colorado/CIRES 1st Moscow Medical Institute
Campus Box 449 GTK
Boulder, Colorado 80309, U.S.A. Moscow, U.S.S.R.
Phone 303-492-1272 Phone (7) 284-75-33

Makogon, Y.F. Nelson, Frederick E.
Oil and Gas Research Institute Depatru•ent of Geography
Academy of S•.' nce U.S.S.R. Rutgers University
Moscow, U.S.S.R. New Brn ick, New Jersey 08903, U.S.A.

Phone 201-932-4103; Fax 201-932-2175

769



Nishio, Fumihiko Pinney, DeAnne S.
National Institute of Polar Research Dept. of Geology and Geophysics
9-10, Kaga, Itabashiku Umversity of Alaska Fairbanks
Tokyo 173, Japan Fairbanks, Alaska 99775-9760, U.S.A.
Phone (81) 3-962-4711; Fax (81) 3-962-2529 Phone 907-474-7565

Oechel, W. C. Polyakova, A. M.
Department of Biology Pacific Oceanological Institute
San Diego State University Far Eastern Branch U.S.S.R. Academy of Sciences
San Diego, California 92182-0057, U.S.A. 7 Radio St.
Phone 619-594-4818; Fax 619-594-5642 Vladivostok 590032, U.S.S.R.

Olausson, Eric Posson, D. R.
Hultvlgen 9 U.S. Geological Survey, MS 801
S-440 06 Grlbo, Sweden Reston, Virginia 22091, U.S.A.
Phone (46)0302-400 82 Phone 703-648-7106

Omnet: D.Posson
Olmsted, Coert
Alaska SAR Facility, Geophysical Institute Prajs, J.
University of Alaska Fairbanks Department of Remote Sensing and Cartography
Fairbanks, Alaska 99775-0800, U.S.A. University of Szczecin
Phone 907-474-7475; Fax 907-474-5195 Felczake 3A

71-412 Szczecin, Poland
Osterkamp, T. E. Telemail: J.Prajs
Geophysical Institute
University of Alaska Fairbanks Proshutinsky, A. Yu.
Fairbanks, Alaska 99775-0800, U.S.A. The Arctic and Antarctic Research Institute
Phone 907-474-7548; Fax 907-474-7290 Leningrad, U.S.S.R.

Pacyna, J. M. Radok, Uwe
Norwegian Institute for Air Research University of Colorado/CIRES
P.O. Box 64 Campus Box 449
2001 lillestro, Norway Boulder, Colorado 80309, U.S.A.
Phone (47) 6-814170; Fax (47) 6-819247 Phone 303-492-5562

Pagels, U. Rasmussen, R. A.
GEOMAR, Research Center for Marine Sciences Institute of Atmospheric Science
Wischhofstr. 1-3 Oregon Graduate Center
D-2300 Kiel 14, Germany 19600 N.W. Von Neumann Drive
Phone (49) 431-7202114 Beaverton, Oregon 97006, U.S.A.

Phone 503-690-1093
Parish, T. R.
Department of Atmospheric Sciences Reeburgh, W. S.
Umversity of Wyoming Institute of Marine Science
Laramie, Wyoming 82071, U.S.A. University of Alaska Fairbanks
Phone 307-766-5153 Fairbanks, Alaska 99775-1080, U.S.A.

Phone 907-474-7830
Parkinson, Claire L Telemail: W.Reeburgh
Oceans and Ice Branch, Code 971
Goddard S pace Flight Center Reeh, N.
Greenbelt, Marland 20771, U.S.A. Alfred Wegener Institute for Polar and Marine Research
Phone 301-286.6507 Colurnbusstrasse
Omnet: C.Parkinson D-2850 Bremerhaven, Germany

Pengqun, Jia Phone: (49) 471-483-1174

Polar Meteorological Laboratory Rogachev, K. A.
Academy of Meteorological Science Pacific Oceanological Institute
State Meteorological Administration Far Eastern Branch of the U.S.S.R. Academy of Sciences
Beijing, 100081, Peoples Republic of China Vladivostok 69W032, U.S.S.R.
Phone (86) 8312277-2296

Romanovsky, V. E.
Pettri, P. Department of Geocryology, Faculty of Geology
Centre National de Recherches Mdtuorologiques Moscow State University
42 Av. Coriolis Moscow, 119899, U.S.S.R.
31057 Toulouse Cedex, France Phone (7) 939-1453
Phone (33) 61 07 93 62; Fax (33) 61 07 96 00

Royer, T. C.
Pfeffer, W. T. Institute of Marine Science
University of Colorado/INSTAAR University of Alaska Fairbanks
Campus Box 450 Fairbanks, Alaska 99775, U.S.A.
Boulder, Colorado 80309, U.S.A. Phone 907-474-7835
Phone 303-492-3480 Telemail: T.ROYER
email: pfeffer@eprince.colorado.edu

770



Sand, K. Stearns, Charles R.
SINTEF Norwegian Hydrotechnical Laboratory Deparment of Meteorology
Klaebuveien 153 University of Wisconsin-Madison
N-7034 Trondheim, Norway 1225 West Dayton St.
Phone (47) 7-592300, Fax (47) 7-592376 Madison, Wisconsii 53706, U.S.A.
Onmet: J. Saeman Phone 608-262-2828

Onmet: AWS.MADISON
Sandberg, D. V. (SEE Slaughter) Steele, Michael

Schell, D. M. (SEE Barnett) Polar Science Center, Applied Physics Lab
University of Washington

Schnell, R. C. 1013 NE 40th St.
Cooperative Institute for Research in Environmental Sciences Seattle, Washington 98105, U.S.A.
University of Colorado/NOAA Phone (206) 543-6586
Boulder, Colorado 80309-0449, U.S.A.
Phone 303-497-6661 Stephens, Graeme L.

Department of Atmospheric Science
Scvortzov, I. D. Colorado State University
State Scientific-Research and Design Insdirte of'Oi! and Gas FL Collins, Colorado 80523, U.S.A.
Indus•ry Phone (303) 491-8541; Fax (303) 491-8449
Respubliki St., 62 Onnet: G.STEPHENS
Tyumen 625000. U.S.S.R. Stewart, R. E.

Seko, Katsumoto Cloud Physics Research Division
Water Research Institute, Nagoya University Atmospheric Environment ServiceChikus-ku 4905 Dufferin St.Nagoya 464, Japan Toronto, Ontario M3H 5T4, Canada

Phone (81) 52-781-5111, ext. 5727; Fax (81) 52-781I•998 Phoie 416-739.4608; Fax 416-739-4211
Onmet R.StewartAES

Semiletov, I. P.
Pacific Oceanological Institute Stocker, Thomas F.
Far Eastern Branch of the U.S.S.R. Academy of Sciences Lamont-Doherty Geological Observatory
7 Radio St. Palisades, New York 10964, U.S.A.
Vladivostok 690032, U.S.S.R. Phone 914-359-2900, ext. 705; Fax 914-365-3183

Sharratt, B.S. Stone, Robert S.
USDA-ARS Cooperative Institute for Research in Environmental Sciences
309 O'Neill Building University of Colorado
University of Alaska Fairbanks Boulder, Colorado 80306, U.S.A.
Fairbanks, Alaska 99775, U.S.A. Phone 303.497-6056
Phone 907.474-7187

Sturges, W. T.
Shasby, M. B. University of ColoradoiCIRES
U.S. Geological S-irvey/EROS Field Office Campus Box 216
Anchorage, Alaska 99503-4664, U.S.A. Boulder, Colorado 80309-0126, U.S.A.
Phone 907-271-4065 Phone 303-492-1143; Fax 303-492-1149

Sheridan, Patrick J. Sturm, Matthew
Cooperative Institute for Resah in Environmental Sciences U.S.A. CRREL-Alaska
University of Colorado/NOAA Building 4070
Boulder, Colorado 80309-0449, U.S.A. Ft. WainwrighL, Alask, '.'9703-7860, U.S.A.
Phone 303.497-6672; Fax 303-497-6290 Phone 907-353-5149; Fax 907-353-5142

Simmonds, Ian Sullivan, C. W.
Department of Meteorology Department of Biological Sciences
University of Melbourne Umversity of Southern California
Parkville, Victoria 3052, Australia Los Angeles, California 90089-0371, U.S.A.
Phone (61) 3-344-6912; Fax (61) 3-347-2091 Phone 213-743-6904

Onmet: C.Sullivan
Slaughter, C. W.
Institute of Northern Forestry Tanaka, H. L.
Pacific Northwest Research Station Institute of Geoscience
USDA Forest Service University of Tsukuba
308 Tanana Drive Tsukuba, Ibaraki 305, Japan
Fairbanks, Alaska 99775, U.S.A.
Phone 907.474-3311 Taylor, Alan

Terrain Sciences Division
Stamnes, K. Geological Survey of Canada
Geophysical Institute 601 Booth St.
University of Alaska Fairbanks Ottawa, Ontario KIA 0E8, Canada
Fairbanks, Alaska 99775-0800, U.S.A. Phone 613-996-9324
Phone 907.474-7368; Fax 907.474-7290

771



Turner, J. Wettlaufer, J. S.
British Antarctic Survey Polar Science Center and Geophysics Program
High Cross University of Washington
Madin•ley Road Seattle, Washington 98105, U.S.A.
Cambridge CB3 OET, U.K. Phone 206-543-2824; Fax 206-543-0308
Phone (44) 223-61188; Fax (44) 223.62616 Onnet: Polar.Science

Unterstelner, N. Wharton, R. A., Jr.
-Deparimem of Atmospheric Sciences AK.40 Biological Sciences CenterUnivearity of Washingion Desert Research Institute
Seattle, Washington 98195, U.S.A. Reno, Nevada 89506, U.S.A.

Phone 206-543-4250 Phone 702-673-7323
Telemail: N.Untersteiner Williams, R. S., Jr.

Vaikmie, Rein U.S. Geological Survey
Institute of Geology 927 National Center
Estonian Academy of Sciences Reston, Virginia 22092, U.S.A.
7 Estonia pniestee Phone 703-648-6388; Fax 703-648-4227
200 101 Tallinn, EstoniaPhone 7-0142-444189, Fax 7-0142-523624 Wollenburg, 1. R.

GEOMAR, Research Center for Marine Geosciences

Vinje, Torg y Wischhofsr. 1-3, Bdg. 4
Norwegian Polar Research Institute D-2300 Kiel 14, Germany
Post Office Box 158 Phone (49) 431-7202114
1330 Oslo Luflhavn, Norway
Phone (47) 2-123650;, Fax (47) 2-123854 Yanitsky, P. A.

Institute of Northern Development
Vlasova, T.M. Box 3004
Far North Institute for Agricultural Research Tyumen-31, 625031 U.S.S.R.
Reindeer Department Phone 296818 or 290172
663302 Noril'sk, U.S.S.R. Yarie, J.

Wadhams, Peter Forest Soils Laborptory
Scott Polar Research Institute Agricultural and Forestry Experiment Station
University of Cambridge University of Alaska Fairbanks
Lensfield Road Fairbanks, Alaska 99775
Cambridge CB2 IER, England Phone 907-474-6714
Phone (44) 223-336542 Fax (44) 223-336549 Intemet: jyarie@foresLIter.alaska.edu
Telemail: P.Wadhams bitnet: FFJAY@ALASKA

Walsh, John E. Zimov, S. A.
Dept. of Atmospheric Sciences Pacific Institute of Geography
University of Illinois Far East Branch of the U.S.S.R. Academy of Science
Urbana, Illinois 61801. U.S.A. Radio St. 7
Phone 217-333-7521 Vladivostok 590032, U.S.S.R.

Way, JoBea Zwally, H. Jay
Jet Propulsion LAboratory Oceans and Ice Branch
4800 Oak Grove Dr., MS 300-233 NASA Goddard Space Flight Center
Pasadena, California 91109, U.S.A. Greenbelt, Maryland 20771, U.S.A.
Phone 818-354-8225 Phone 301-286-8239

Weaver, R. L.
National Snow and Ice Data Center, CIRES
University of Colorado, Boulder
Boulder, Colorado 80309-0449, U.S.A.
Phone 303-492-7624
Omnet: R.WEAVER

Weidner, George A.
Deparunent of Meteorology
University of Wisconsin-Madison
Madison, Wisconsin 53706, U.S.A.
Phone 608-262-4882

Wendlee, Gerd
Geophysical Institute
University of Alaska Fairbanks
Fairbanks, Alaska 99775-0800, U.S.A.
Phone 907-474-7378; Fax 907-474-7290

772



AUTHOR INDEX



AUTHOR INDEX

Aagaard, K. 248 Choclov, D. A. 452
Adamenko, V. N. 716 Christensen, N. 93
AhIlnaes, L 748 Chuprynin, V. L 411
Aimedieu, 720 Clow, G.D. 502,533
Alekseev, A. V. 451 Cohen, S. J. 200
Alekseyev, G. V. 158,317 Colinvaux, P. A. 628
Alt, B. T. 576 Collett, T. S. 7429
Andersen, D. T. 502 Colony, R. 290
Anderson, J. H. 453 Comiso, J. C. 22
Anderson, L. G. 340,355 Crame, J. A. 396
Anderson, P. M. 557,628 Crushin, P. N. 468
Andreev, A. A. 628 Crux, J. A. 663
Anikiev, V. V. 451,452 Curlander, J. 80
Anisimov, 0. A. 534
Antonov-Druzhinin, V. P. 553 D'Arrigo, R. D. 599

Davidson, A. 397
Baranova, N. A. 641 Davydov, S. P. 416
Barker, P. F. 586 Davydova, A. I. 416
Barnard, S. C. 681 Dean, K. 133,338,748
Barnett, B. 417 Ddqud, M. 236
Barrera, E. 666 DiMarzio, J. P. 35
Barrie, L. A. 673 DjupstrHom, M. 707
Begdt, J. E. 594,634,658 Dobson, C. 93
Belchansky, G. I. 47,112 Domack, E. W. 643
Benson, C. S. 519 Doronin, N. Yu. 205,310
Bentley, C. R. 481 Dreyer, N. N. 477
Berkman, P. A. 440 Droessler, T. D. 431
Berntsen, E. 525 Dudachev, 0. V. 452
Bessis, J.-L. 126
Bigelow, N. HL 658 Eastland, W. G. 460
Binnian, E. F. 46 Echelmeyer, K. A. 517
Blanchet, J.-P. 693 Edwards, M. E. 633,644
B6cher, J. 582 Eisner, W. R. 628
Bodhaine, B. A. 695 Elliot, D. H. 508
B61ter, M. 418 Estes, S. A. 748
Bonan, G. B. 391
Borisenkov, E. P. 627,687 Federova, I. N. 628
Bourgeois, J. C. 576 Fedosova, S. P. 549
Bourke, R. H. 79 Fei, T. 505
Boukvareva, E. N. 112 Ferrigno, J. G. 44,88,518
Bowling, S. A. 206 Field, W. 0. 519
Breitenberger, E. 320 Filipchuk, A. N. 423
Brigham-Grette, J. 644 Fisher, D. A. 576
Brenner, A. C. 35 Fletcher, J. 0. 149
Breus, T. K. 469 Ford, J. 102
Bromwich, D. H. 190,237,508 Frederick, J. 741
Brubaker, L. B. 628 Fujii, Y. 664
Brugman, M. M. 500 Funder, S. 644
Budd, W. F. 63,256,489 Furmanczyk, K. 532
Burgess, M. 504 Furukawa, T. 238
Burkley, L. 643

Garagula, L. S. 90,536,543
Calkin, P. E. 617 Gard, G. 663
Campbell, W. J. 28 George, T. 133
Carmack, E. C. 248 Giovinetto, M. B. 481
Carsey, F. 80 Gloersen, P. 28
Carter, L. D. 593 Gordon, A. L. 249
Cavalieri, D. 43 Gosink, J. P. 338,505
Cheng, G. 243 Graumlich, L. J. 565
Chernenky, B. I. 628 Groves, J. E. 357

775



Hagen, J.0. 525 Kondoh, Y. 720
Hakkinen, S. 339 Kondratyev, K. Ya. 3,716
Hall, D. K. 519 K6nig-Langlo, G. 325
Hansen, A. D. A. 695 Kotlyakov, V. M. 477
Hanson, C. S. 120 Kotova, L. N. 628
Harrison, W. D. 517 Kovalev, B. I. 423
Harritt, R. K. 401 Kubisch, M. 667
Harwood, D. M. 508 Kutzbach, J. 644
Hayashi, M. 720 Kvenvolden, K. A. 696
Hedley, A. 504 Kwok, R. 80,93
Hempel, G. 450
Herbert, G. A. 159 Lal, M. 703
Higuchi, K. 164,412 Lachenbruch, A. H. 533
Hinzman, L. D. 503 Landers, D. H. 102
Hobbie, J. E. 378 Landsberger, S. 751
Hogan, A. 681 Lange, M.A. 275,668
Holt, B. 80 Larter, R. D. 586
Honrath, R. E. 730 Ledley, T. S. 321
Hopkins, D. M. 628 Letr6guilly, A. 495,626
Huber, B. T. 666 Li, S.-M. 707
Humphrey, N. 517 Lin, C. A. 164,227
Hunkins, K. 304 Lingle, C. S. 35
Hus, L. 87 Livingston, G. P. 372
Huybrechts, P. 495 Lomakin, A. F. 319

Lorius, C. 570
Illangasekare, T. H. 499 Lozhkin, A. V. 628
Ishikawa, N. 199 Lucchitta, B. K. 88,518
Ivanov, B. 325
Iwasaka, Y. 720 MacDonald, T. R. 518

MacInnes, K. 504
Jacka, T. H. 63 McDonald, K. 93
Jacoby, G. C. 599 McKay, C. P. 502,533
Jaffe, D. A. 730 McKendrick, J. D. 430
Jakobsen, B. H. 406 McLaren, A. S. 79
Jeffries, M. 0. 332 Makogon, Y. F. 743
Jenno R.L 107 Maher, L. 644
Jr C. 43 Manak, D.K. 284
.. ..- 340 Marchant, H. J. 397
Jones, j. E. 524 Marsden, R. F. 284
Jones, M. 0. 106 Martinson, D. G. 269
Jordan, J. W. 649 Mason, 0. K. 649
Juday, G. P. 45 Matthews, J. V., Jr. 644
Judge, A. 504 Matthews, W. A. 720

Maximova, L. N. 537
Kahl, J. D. 119,184,694,695,708 Maxwell, J. B. 200
Kane, D. L. 503 Medvedev, A. N. 451
Kanzawa, R. 735 Meier, M. F. 499
Kapustin. V. N. 695 Mellor, G. L. 339
Karakin, V. P. 429 Milkovich, M. F. 210
Kawaguchi, S. 735 Miller, G. H. 644
Khalil, M. A. K. 702 Miller, H. 626
Khroutsky, S. F. 641 Miller, J. 133
Kienle, J. 748 Miller, M. C. 628
King, R. H. 384 Mokhov, I. I. 176,736
Kirts, C. A. 470 Molnia, B. F. 88,89,524
Knox, J. L. 164 Morgan, A. 644
Kobayashi, D. 199 Morrissey, L. A. 372
Kodama, K. 199 Mosley-Thompson, E. 606
Koerner, R. M. 576 Mudie, P. J. 669
Koga, S. 720 Murphey, B. B. 681
KU.Aer, S. 585 Musgrave, D. 338
Kolchugina, T. P. 549 Mysak, L. A. 284,291

776



Naborov, I. V. 469 Seko, K. 238Nakawo, M. 664 Semiletov, I. P. 356, 665
Narita, H. 664 Seregina, N. V. 536, 537, 543
Nedashkovsld, A. P. 452 Shabbar, A. 164

Nelson, F. E. 534 Sharratt, B. S. 465
Nishlo, F. 501,664 Shasby, M.B. 46
Nomura, A. 720 Shaver, G. R. 378

Shaw, G. E. 674,707
O'Brien, W. J. 378 Sheinhouse, A. S. 429
Oechel, W. C. 369 Sheridan, P. J. 119, 694,708
Oerter, H. 626 Shoji, H. 664

Olausson, E. 496 Shymilin, E. M. 451
Olmsted, C. 141 Simmons, G. M., Jr. 502
Osterkamp, T. E. 505 Simmonds, I. 256,489

Sinyakov, S. A. 716
Pacyna, J. M. 674,707 Slaughter, C 93,435
Pagels, U. 585 Smith, L R. 384
Parish, T. R. 191 Spielhagen, R. F. 667
Parkinson, C. L. 17,71 Stamnes, K. 741
Pasetsky, V. M. 627 Stearns, C. R. 58, 220,223
Pegau, S. 741 Steele, M. 330
Pengqun,Jo 744 Stephens, G. L. 151
Pervushin, A. V. 452 Stewart, R. E. 227
Peterson, B. J. 378 Stocker, T. F. 291
Pettri, P. 236 Stone, R. S. 184
Petrosyan, V. G. 112 Stringer, W. J. 357
Pfeffer, W. T. 499 Sturges, W. T. 751
Pf'rman, S. L 668 Sturm, M. 519
Pichugin, A. P. 47 Sullivan, C. W. 371
Pinney, D. S. 634
Polujan, A. I. 628 Tanaka, H. L. 170,748
Polyakov, L V. 347 Tarnocai, C. 644
Polyakova, A. . 318 Taylor, A. 642
Posson, D. R. 106 Thompson, L. G. 606
Prais, J. 532 Trivett, N. B. A. 412
Proshutinsky, A. Yu. 296,310,347 Troisi, V. J. 120
Prosyannikov, S. F. 416 Tumeo, M. A. 470
Prosyannikova, 0. V. 416 Turner, J. 14
Pudsey, C. J. 586

Untersteiner, N. 247,331Radok, U. 192
Rasmussen, R. A. 702 Vaikmde, R. 611
Reeburgh, W. S. 370 Van Cleve, K. 390,436
Reeh, N. 495,626 Vance, E. 390
Repp, K. 525 Vernal, A. de 644
Rogachev, K. A. 319 Viereck, L. 93
Roujansky, V. E. 90 Vincent, J.-S. 644
Reynolds, G. 133 Vinje, T. 23
Riley, D. GI03 Viasova, T. M. 423
Romanovsky, V. E. 536,537,543 Voropaev, U. V. 416
Rovako, L. G. 628 Voropaeva, Z. V. 416
Royer, T. C. 150
Rutter, N. W. 644 Wadhams, P. 4

Wakahama, G. 199
Sagalaev, S. G. 452 Walsh, J. E. 22,263
Samson, J. A. 681 Watanabe, 0. 238,664
Sand, K. 525 Way, J. 93
Sandberg, D. V. 435 Weatherly, J. W. 263
Schell, D. M. 417 Weaver, R. L. 79,120
Schnell, R. C. 119,694,695,708,751 Webb, P.-N. 508
Schweger, C. 644 Weidner, G. A. 58,220,223
Scvortzov, L D. 468 Weingartner, T. 338

777



Wendler, G. 192,231,320
Wettlaufer, J. S. 331
Whalen, S. C. 370
Wharton, R. A., Jr. 502
White, R.G. 460
Wiles, G. C. 617
Williams, R. S., Jr. 44,88,518
Winchester, I. W. 707
Wollenburg, L R. 668
Woods, A. W. 748
Wright, D. G. 291

Xie, Z. 243

Yamato, M. 720
Yanitsky, P. A. 535
Yarie, J. 390,436
Yarosh, V. V. 452
Young, R. B. 384

Zablotsky, G. A. 205
Zachek, A. 325
Zadonskaya, T. A. 452
Zhang, T. 505
Zimov, S. A. 411,416
Zimova, G. M. 416
Zwally, H. J. 22,35,263

778


